Abstract. In a pedagogical but exhaustive manner, this survey reviews the main results on input-to-state stability (ISS) for infinite-dimensional systems. This property allows estimating the impact of inputs and initial conditions on both the intermediate values and the asymptotic bound on the solutions. ISS has unified the input-output and Lyapunov stability theories and is a crucial property in the stability theory of control systems as well as for many applications whose dynamics depend on parameters, unknown perturbations, or other inputs. In this paper, starting from classic results for nonlinear ordinary differential equations, we motivate the study of ISS property for distributed parameter systems. Then fundamental properties are given, as an ISS superposition theorem and characterizations of (global and local) ISS in terms of Lyapunov functions. We explain in detail the functional-analytic approach to ISS theory of linear systems with unbounded input operators, with special attention devoted to ISS theory of boundary control systems. The Lyapunov method is shown to be very useful for both linear and nonlinear models, including parabolic and hyperbolic partial differential equations. Next, we show the efficiency of the ISS framework to study the stability of large-scale networks, coupled either via the boundary or via the interior of the spatial domain. ISS methodology allows reducing the stability analysis of complex networks, by considering the stability properties of its components and the interconnection structure between the subsystems. An extra section is devoted to the ISS theory of time-delay systems with the emphasis on techniques, which are particularly suited for this class of systems. Finally, numerous applications are considered in this survey, where ISS properties play a crucial role in their study. This survey contains recent as well as classical results on systems theory and suggests many open problems throughout the paper.

Key words. infinite-dimensional systems, input-to-state stability, Lyapunov functions, partial differential equations, robustness, robust control

AMS subject classifications. 34H05, 35Q93, 37B25, 37L15, 93A15, 93B52, 93C10, 93C25, 93D05, 93D09

1. Introduction. The research community has been active on the controllability and stabilizability of linear partial differential equations during the past 50 years (see in particular the highlighting survey [197]). More recently, control problems for nonlinear partial differential equations (PDEs) have been studied by many researchers (see, e.g., [41]). In parallel with these developments, the concept of input-to-state stability, which reflects the robustness of nonlinear systems with respect to both initial states and external disturbances, has revolutionized the nonlinear control theory of finite-dimensional systems [132]. Now we face the merge of infinite-dimensional ISS theory and PDE control methods, which is going to bring systematic methods for robust control of networks of infinite-dimensional systems. In this survey, we outline the key results and techniques in infinite-dimensional ISS theory as well as applications of this theory to robust control of linear and nonlinear PDEs.

1.1. Input-to-state stability. The concept of input-to-state stability (ISS), introduced by E. Sontag in the late 1980s in [208], unified the Lyapunov and input-output stability theories and revolutionized the constructive nonlinear control theory...
for finite-dimensional systems [132]. It played a major role in robust stabilization of nonlinear systems [77], design of robust nonlinear observers [144], nonlinear detectability [213, 134], stability of nonlinear networked control systems [105, 58], supervisory adaptive control [91] and other areas.

Such an overwhelming success has become possible thanks to the powerful tools provided by the ISS framework. The first of them is the equivalence between ISS and existence of a smooth ISS Lyapunov function [211], which naturally generalizes the theorems of Massera and Kurzweil, known for systems without inputs. The second result is an ISS superposition theorem [212], which characterized ISS as the combination of global asymptotic stability in the absence of disturbances together with a kind of a global attractivity property for the system with inputs. Finally, the nonlinear small-gain theorem provided a powerful criterion for input-to-state stability of a network consisting of an arbitrary finite number of ISS components [106, 105, 58, 57]. These results fostered the development of new techniques for the design of non-linear stabilizing controllers: robust backstepping [135], ISS feedback redesign [208], stabilization via controllers with saturation [228], etc., which make the closed-loop system not only asymptotically stable in absence of disturbances, but also robust with respect to disturbances, appearing due to actuator and measurement errors, modeling errors, hidden dynamics of a system or external disturbances.

Nowadays ISS of ordinary differential equations (ODEs) is a mature theory which is recognized as a milestone in the development of the constructive nonlinear control theory and there are several excellent survey papers [210, 59, 104] as well as book chapters devoted to this paradigm [135, 147, 113].

The questions of the robust stabilization and observation, as well as robust stability analysis of coupled systems, are as important for infinite-dimensional systems as they are for finite-dimensional ones. Modern applications of control theory to traffic networks [90, 29], multi-body systems (e.g., robotic arms, flexible elements) [78], adaptive optics [17], fluid-structure interactions (in particular for aircraft wings [194]), etc., require methods for robust stabilization of coupled systems, described by partial differential equations (PDEs). In particular, the following challenging and fascinating questions come to the foreground: How to control such complex systems, if we can physically apply controls only to the boundary of their spatial domain? How to ensure the efficiency of a control design in spite of actuator and observation errors, hidden dynamics and external disturbances? Under which conditions a coupled large-scale infinite-dimensional system is stable if all its components are stable? For many classes of distributed parameter systems, it is known that small noise (even small in amplitude) can reduce the performance, alter the stability, or even destabilize the control system. Thus the robustness property has to be analyzed, and, the impact of perturbations should be described. The input-to-state stability property is central for many control applications in part since inputs may be either disturbance inputs or control inputs or both. In the first case, the gains in the ISS property give an estimation of the disturbance effect on the performance and on the size of the asymptotic error in the stability. In the second case, the knowledge of the ISS property and corresponding ISS gains is useful for the design of controllers ensuring a suitable type of stability and performance of the closed-loop system. Furthermore, ISS property combined with the small-gain methods is essential for the control of feedback interconnections.

A decade ago the development of ISS theory for infinite-dimensional systems has been started, which aims at giving systematic mathematical tools that are suitable for tackling the challenging issues described in the previous paragraph. This theory
exploits a broad range of techniques and tools from such diverse fields as Lyapunov methods, semigroup and admissibility theories, spectral methods, control of networks, etc., whose interplay results in efficient methods of robust stability analysis of large-scale infinite-dimensional systems. Many works study the ISS by itself for the benefits this property gives to the closed-loop systems, see [82, 141, 170, 174, 192, 216], where different techniques (as in particular Lyapunov methods, monotonicity or spectral methods) are used to prove ISS properties of the control systems under consideration. Other papers develop control design methods using ISS techniques, and exploit this property, as an intermediate step, for more general control constructions. For example, see [119, 121, 71] for constructions of feedback laws and see [2] for observers construction of infinite-dimensional systems of various types, using ISS arguments. To conclude, right now we are witnessing a fusion of the infinite-dimensional ISS theory with modern methods of PDE control, which are going to provide us with systematic methods for the design of robust controllers and observers for coupled infinite-dimensional systems with heterogeneous components. In this survey, we give an overview of the main results in this booming theory to a broad mathematical audience.

1.2. Outline of the paper. In the rest of this section, we motivate the input-to-state stability property by considering several examples of linear and nonlinear finite-dimensional systems. Next, we introduce the abstract class of infinite-dimensional systems, which encompasses a broad range of distributed parameter systems, important in practice and formally define the ISS concept. Such an abstract approach allows us to develop a theory which

* covers both linear and nonlinear systems
* encompasses PDEs, time-delay systems and ODE systems
* can be a firm basis for the study of coupled systems with components of different types (PDEs, ODEs, delay systems, etc.) and with different types of couplings (in-domain and boundary couplings).

With this in mind, we present a unified ISS theory for a broad class of infinite-dimensional systems, which can be then refined for more specific systems classes.

In Section 2 we derive the ISS superposition theorem and characterize local and global ISS in terms of ISS Lyapunov functions. These tools are indispensable for the theoretical and practical analysis of input-to-state stability of nonlinear control systems, both finite and infinite-dimensional. We close the section by introducing the important notion of integral input-to-state stability (iISS).

In Section 3 we proceed to the general theory of linear infinite-dimensional systems in Banach spaces with unbounded input operators. We characterize ISS in terms of exponential stability of the semigroup and the admissibility of the input operator, investigate relations between ISS and integral ISS of linear systems and explain the methods of construction of Lyapunov functions for such systems.

Next we show in Section 4 how the criteria obtained in Section 3 can be used to study linear boundary control systems. We apply the results to Riesz-spectral systems whose space of input values is finite-dimensional.

Having presented general ISS theory of nonlinear and linear systems, we specialize ourselves to important classes of infinite-dimensional systems. In Section 5 we show how Lyapunov methods combined with classic inequalities (Friedrichs, Poincare, Agmon, Jensen inequalities, etc.) can be used to obtain criteria for input-to-state stability of parabolic semilinear systems with both in-domain and boundary inputs, as well as for hyperbolic first-order systems with in-domain and boundary inputs.
In Section 6 we present general results on the stability of networks of infinite-
dimensional systems with ISS components. We show that the whole network is stable
provided certain types of small-gain conditions hold. We formulate the small-gain
results both in trajectory formulation and in the Lyapunov form, and for systems
with both ISS and integral ISS components.

In Section 7 we briefly outline several central results in ISS theory of retarded
differential equations. In particular, we present ISS counterparts of classic Lyapunov-
Krasovskii and Lyapunov-Razumikhin theorems, which allow for efficient stability
analysis of nonlinear retarded differential equations. Overview of available small-gain
results is given as well.

Several applications to real-world control problems are given in Section 8. Some
numerically tractable conditions are given there and real experimental results are
reviewed, where ISS properties and Lyapunov functions play a crucial role.

The scope and richness of the ISS theory, as well as a broad range of methods
which are used, make it impossible to cover all available results in one paper. In Sec-
tion 9 we briefly mention some further important results in ISS theory. In particular,
we discuss strong and weak input-to-state stability, which play an important role in
applications, ISS of infinite-dimensional Lur’e systems, ISS of monotone systems, nu-
merical methods to construct ISS Lyapunov functions, stability of impulsive systems
and practical input-to-state stability.

In a recent monograph [120] an ISS theory for partial differential equations with
boundary controls has been proposed, which is based upon spectral analysis of bound-
ary value problems. Whereas the book [120] puts the stress on quantitative aspects,
and studies first of all classical solutions, we discuss in this survey qualitative aspects
of the infinite-dimensional ISS theory in detail and provide an overview of a broad
class of methods for ISS analysis. We consider briefly the ISS theory for ODE systems
to stress the similarities and differences to the infinite-dimensional theory. For a de-
tailed study of the finite-dimensional ISS theory we refer to several excellent surveys
on this topic [210, 59, 104]. See Figure 1 for a schematic of the topics covered in this
paper.

1.3. ISS of finite-dimensional systems. To motivate the notion of input-to-
state stability, consider a linear system with additive external inputs:

\[ \dot{x} = Ax + Bu, \]

where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \).

The mild solution of (1.1) subject to initial condition \( x \in \mathbb{R}^n \) and any locally
Lebesgue integrable input \( u \in \mathcal{U} \) is given by the variation of constants formula

\[ \phi(t, x, u) = e^{At}x + \int_0^t e^{A(t-s)}Bu(s)ds, \quad t \geq 0. \]

For \( x \in \mathbb{R}^n \) we denote by \( |x| \) the Euclidean norm of \( x \). For \( A \in \mathbb{R}^{n \times n} \) denote by
\( \|A\| \) the induced matrix norm of \( A \), i.e., \( \|A\| := \sup_{|x|=1} |Ax| \).

Assume that (1.1) is asymptotically stable for a zero input \( u \equiv 0 \), i.e. \( A \) is a
Hurwitz matrix. Then it holds that \( \|e^{At}\| \leq Me^{-\lambda t} \) for some \( M > 0, \lambda > 0 \) and all
Here the term \( \beta(|x|, t) := M e^{-\lambda t} |x| \) describes the transient behavior of the system (1.1) and the term \( \gamma(\|u\|_{\infty}) := \frac{M}{\lambda} \|B\| \|u\|_{\infty} \) describes the maximal asymptotic deviation of the state from the equilibrium, called the asymptotic gain of the system. In particular, inputs of a bounded magnitude induce only bounded asymptotic deviations of the system from the origin.

The estimate (1.3) has been derived under an assumption that (1.1) is globally asymptotically stable if there are no disturbances acting at the system (\( u \equiv 0 \)). For nonlinear systems this requirement does not guarantee robustness with respect to sufficiently large disturbance inputs as we see on the following example.

**Example 1.1.** Consider the following nonlinear system

\[
\dot{x}(t) = -x(t) + x^2(t)u(t),
\]
where \( x(t) \in X := \mathbb{R} \) and \( u \in \mathcal{U} := L_\infty(\mathbb{R}_+, \mathbb{R}) \). This system is globally exponentially stable for a zero input. Now set \( u \equiv 1 \). Then for each \( x_0 > 1 \) the solution of (1.4) has a finite escape time, that is there is a time \( t^*(x_0) \) so that \( \lim_{t \to t^*(x_0)} |\dot{\phi}(t, x_0, 1)| = +\infty \). Thus, nonlinear systems which are globally asymptotically stable in the absence of disturbances may be not robust against sufficiently large inputs.

**Example 1.2.** Consider the system (1.4) interconnected with a linear exponentially stable system via coupling \( u(t) := x_2(t) \):

\[
\begin{aligned}
x_1(t) &= -x_1(t) + x_2^2(t)x_2(t), \\
x_2(t) &= -x_2(t).
\end{aligned}
\]

Arguing similarly to Example 1.1 we conclude that the coupled system has finite escape times for initial conditions with a sufficiently large norm. Hence, the simplest cascade interconnections of globally asymptotically stable systems are not globally asymptotically stable.

Examples 1.2 and 1.1 indicate that in spite of the importance of classical global asymptotic stability theory with its powerful Lyapunov methods, this concept is far too weak for the study of robustness and stability analysis of coupled control systems. Input-to-state stability, defined in the next section as a nonlinear extension of the property (1.3), constitutes a notion which does not have drawbacks indicated in Examples 1.1, 1.2 and brings a bunch of efficient tools for analysis of stability and robustness.

### 1.4. Main Definitions.

We start with a general definition of a control system.

**Definition 1.3.** Consider the triple \( \Sigma = (X, \mathcal{U}, \phi) \) consisting of:

(i) A normed vector space \( (X, \|\cdot\|_X) \), called the state space, endowed with the norm \( \|\cdot\|_X \).

(ii) A normed vector space of inputs \( \mathcal{U} \subset \{u : \mathbb{R}_+ \to U\} \) endowed with a norm \( \|\cdot\|_U \), where \( U \) is a normed vector space of input values. We assume that the following two axioms hold:

The axiom of shift invariance: for all \( u \in \mathcal{U} \) and all \( \tau \geq 0 \) the time shift \( u(\cdot + \tau) \) belongs to \( \mathcal{U} \) with \( \|u(\cdot + \tau)\|_U \geq \|u(\cdot)\|_U \).

The axiom of concatenation: for all \( u_1, u_2 \in \mathcal{U} \) and for all \( t > 0 \) the concatenation of \( u_1 \) and \( u_2 \) at time \( t \), defined by

\[
(1.5) \quad u_1 \circ_t u_2(\tau) := \begin{cases} 
  u_1(\tau), & \text{if } \tau \in [0, t], \\
  u_2(\tau - t), & \text{otherwise},
\end{cases}
\]

belongs to \( \mathcal{U} \).

(iii) A map \( \phi : D_\phi \to X \), \( D_\phi \subseteq \mathbb{R}_+ \times X \times \mathcal{U} \) (called transition map), such that for all \( (x, u) \in X \times \mathcal{U} \) it holds that \( D_\phi \cap (\mathbb{R}_+ \times \{(x, u)\}) = [0, t_m] \times \{(x, u)\} \subset D_\phi \), for a certain \( t_m = t_m(x, u) \in (0, +\infty] \).

The corresponding interval \([0, t_m]\) is called the maximal domain of definition of \( t \mapsto \phi(t, x, u) \).

The triple \( \Sigma \) is called a (control) system, if the following properties hold:

1. **(Sigma)1** The identity property: for every \( (x, u) \in X \times \mathcal{U} \) it holds that \( \phi(0, x, u) = x \).

2. **(Sigma)2** Causality: for every \( (t, x, u) \in D_\phi \), for every \( \bar{u} \in \mathcal{U} \), such that \( u(s) = \bar{u}(s) \) for all \( s \in [0, t] \) it holds that \([0, t] \times \{(x, \bar{u})\} \subset D_\phi \) and \( \phi(t, x, u) = \phi(t, x, \bar{u}) \).

3. **(Sigma)3** Continuity: for each \( (x, u) \in X \times \mathcal{U} \) the map \( t \mapsto \phi(t, x, u) \) is continuous on its maximal domain of definition.
The cocycle property: for all \( x \in X, u \in U \), for all \( t, h \geq 0 \) so that \([0, t + h] \times \{(x, u)\} \subset D_\phi\), we have \( \phi(h, \phi(t, x, u), u(t + \cdot)) = \phi(t + h, x, u) \).

This class of systems encompasses control systems generated by evolution partial differential equations (PDEs), abstract differential equations in Banach spaces, time-delay systems, ordinary differential equations (ODEs), switched systems, as well as important classes of well-posed coupled systems consisting of arbitrary number of finite- and infinite-dimensional components, with both in-domain and boundary couplings. In a certain sense, Definition 1.3 is a direct generalization and a unification of the concepts of strongly continuous nonlinear semigroups (see [207]) with abstract linear control systems considered, e.g., in [234]. Such an abstract definition of a control system is frequently used within the system-theoretic community at least since 1960’s [107, 235]. In a similar spirit, even more general system classes can be considered, containing output maps, time-variant dynamics, possibility for a solution to jump at certain time instants, etc., see [111, 113].

**Definition 1.4.** We say that a control system (as introduced in Definition 1.3) is forward complete (FC), if \( D_\phi = \mathbb{R}_+ \times X \times U \), that is for every \((x, u) \in X \times U\) and for all \( t \geq 0 \) the value \( \phi(t, x, u) \in X \) is well-defined.

For a wide class of control systems boundedness of a solution implies the possibility to prolong it to a larger interval, see [114, Chapter 1]. Next we formulate this property for abstract systems:

**Definition 1.5.** We say that a system \( \Sigma \) satisfies the boundedness-implies-continuation (BIC) property if for each \((x, u) \in X \times U\) such that the maximal existence time \( t_m = t_m(x, u) \) is finite, and for all \( M > 0 \), there exists \( t \in [0, t_m) \) with \( \|\phi(t, x, u)\|_X \geq M \).

**Assumption 1.** From now on, for simplicity we consider only forward-complete control systems, if the contrary is not mentioned explicitly.

For two sets \( X, Y \) denote by \( C(X, Y) \) the linear space of continuous functions, mapping \( X \) to \( Y \). For the formulation of stability properties we use the standard classes of comparison functions:

\[
P := \{ \gamma \in C(\mathbb{R}_+) : \gamma(0) = 0 \text{ and } \gamma(r) > 0 \text{ for } r > 0 \}
\]

\[
K := \{ \gamma \in P : \gamma \text{ is strictly increasing} \}
\]

\[
K_\infty := \{ \gamma \in K : \gamma \text{ is unbounded} \}
\]

\[
L := \{ \gamma \in C(\mathbb{R}_+) : \gamma \text{ is strictly decreasing with } \lim_{t \to -\infty} \gamma(t) = 0 \}
\]

\[
KL := \{ \beta \in C(\mathbb{R}_+ \times \mathbb{R}_+, \mathbb{R}_+) : \beta(\cdot, t) \in K, \forall t \geq 0, \beta(r, \cdot) \in L, \forall r > 0 \}
\]

Functions of class \( P \) are also called positive definite functions. An up-to-date compendium of results concerning comparison functions can be found in [126].

We proceed to the main concept for this survey:

**Definition 1.6.** System \( \Sigma = (X, U, \phi) \) is called (uniformly) input-to-state stable (ISS), if there exist \( \beta \in KL \) and \( \gamma \in K_\infty \) such that for all \( x \in X, u \in U \) and \( t \geq 0 \) it holds that

\[
\|\phi(t, x, u)\|_X \leq \beta(\|x\|_X, t) + \gamma(\|u\|_U).
\]

The uniformity in Definition 1.6 means that the decay rate described by the function \( \beta \) depends on the norm of the initial condition only, and does not depend on the initial condition itself as well as on the input. Non-uniform ISS-like notions are briefly considered in Section 9.1.

We consider also a weaker property
Definition 1.7. System $\Sigma = (X, \mathcal{U}, \phi)$ is called uniformly globally asymptotically stable at zero (0-UGAS), if there exists $\beta \in KL$ such that for all $x \in X$ and all $t \geq 0$ it holds that
\begin{equation}
\|\phi(t, x, 0)\|_X \leq \beta(\|x\|_X, t).
\end{equation}
Substituting $u := 0$ into (1.6) we obtain that ISS systems are always 0-UGAS. The converse is not true, as the 0-UGAS property does not even imply forward completeness of the system with inputs, as can be seen in Example 1.1.

For finite-dimensional systems, i.e. if $X = \mathbb{R}^n$, the ISS property does not depend on the choice of the norm in $\mathbb{R}^n$ (as all norms in $\mathbb{R}^n$ are equivalent):

Proposition 1.8. Let $| \cdot |_1$, $| \cdot |_2$ be two norms in $\mathbb{R}^n$ and let $X_i := (\mathbb{R}^n, | \cdot |_i)$, $i = 1, 2$. If a control system $(X_1, \mathcal{U}, \phi)$ is ISS, then $(X_2, \mathcal{U}, \phi)$ is also ISS.

If $X$ is an infinite-dimensional space, then the claim of Proposition 1.8 does not hold, as the following simple and rather academic example shows:

Example 1.9. By $\ell^p$, $p \in [1, \infty]$, we denote the Banach space of all real sequences $x = (x_i)_{i \in \mathbb{N}}$ with finite $\ell^p$-norm $|x|_p < \infty$, where $|x|_p = (\sum_{i=1}^{\infty} |x_i|^p)^{1/p}$ for $p < \infty$ and $|x|_\infty = \sup_{i \in \mathbb{N}} |x_i|$.

Consider the following nonlinear system, consisting of a countable number of scalar components,
\begin{equation}
\dot{x}_i = -x_i^3, \quad i \in \mathbb{N}.
\end{equation}
By a rather elementary but lengthy argument (which we omit) one can show that this system is well-posed with $X = \ell^p$ for any $p \in [1, +\infty]$, it is 0-UGAS for $X = \ell_\infty$, but it is not 0-UGAS for $X = \ell_p$ with any $p \in [1, \infty)$.

The inequality (1.6) tells in particular that the trajectory $\phi(\cdot, x, u)$ is bounded as long as $u$ is bounded. A simple but important practical consequence of ISS is the convergent input convergent state (CICS) property which is a kind of a folklore in ISS community:

Proposition 1.10. Let $\Sigma = (X, \mathcal{U}, \phi)$ be an ISS control system. Then for any $u \in \mathcal{U}$ such that $\lim_{t \to \infty} \|u(\cdot + t)\|_\mathcal{U} = 0$, it holds that
\begin{equation}
\lim_{t \to \infty} \sup_{\|x\|_X \leq r} \|\phi(t, x, u)\|_X = 0, \text{ for any } r > 0.
\end{equation}

For a normed linear space $W$ and any $r > 0$ denote $B_{r,W} := \{u \in W : \|u\|_W < r\}$ (the open ball of radius $r$ around 0 in $W$). If $W$ is the state space $X$, we write simply $B_r$ instead of $B_{r,X}$.

The local counterpart of the ISS property is

Definition 1.11. System $\Sigma = (X, \mathcal{U}, \phi)$ is called (uniformly) locally input-to-state stable (LISS), if there exist $\beta \in KL$, $\gamma \in K_\infty$ and $r > 0$ such that the inequality (1.6) holds for all $x \in \overline{B}_r$, $u \in \overline{B}_{r,W}$ and $t \geq 0$.

One of the most common choices for $\mathcal{U}$ is the space $\mathcal{U} := PC_b(\mathbb{R}_+, U)$ of globally bounded piecewise-continuous functions which are right-continuous, with the norm $\| \cdot \|_\mathcal{U} := \sup_{0 \leq s \leq \infty} \|u(s)\|_U$. In this case the causality property of $\Sigma$ justifies the following equivalent definition of the (L)ISS property, which is often used in the literature (note the difference to the classical definition of ISS: the supremum is taken only over the interval $[0, t]$):
Proposition 1.12. [51, Proposition 1] Let $\Sigma := (X, U, \phi)$ be a control system with BIC property and with $U := PC_b(\mathbb{R}_+, U)$. Then $\Sigma$ is ISS iff $\exists \beta \in KL$ and $\gamma \in \mathcal{K}_\infty$, such that the following inequality holds for all $x \in X$, all $u \in U$ and all $t \geq 0$:

$$\|\phi(t, x, u)\|_X \leq \beta(\|x\|_X, t) + \gamma(\sup_{0 \leq s \leq t} \|u(s)\|_U).$$

2. Fundamental properties of ISS systems. We would like to start our exposition with several results, which are valid for a broad class of infinite-dimensional systems introduced in Definition 1.3. We discuss an ISS superposition theorem, which provides the insights into the essence of ISS and paves the way to the proof of such important results as non-coercive ISS Lyapunov theorem (see Section 2.2) and small-gain theorem in the trajectory formulation, discussed in Section 6. Next, we present direct and converse ISS Lyapunov theorems, which are an indispensable tool for ISS analysis of nonlinear systems and will be a basis for subsequent sections.

2.1. ISS superposition theorem. One of important results in finite-dimensional dynamical systems theory is that global asymptotic stability defined as a combination of global attractivity and local stability, is equivalent to the existence of a $KL$-bound for the transition map. In this section, we show an analogous result for the ISS property.

2.1.1. General results using superposition techniques. Let us give general results establishing ISS by superposing local and global properties.

Definition 2.1. Consider a system $\Sigma = (X, U, \phi)$ with equilibrium point $0 \in X$, that is $\phi(t, 0, 0) = 0$ for all $t \geq 0$. We say that $\phi$ is continuous at the equilibrium point (CEP) if for every $\varepsilon > 0$ and for any $h > 0$ there is a $\delta = \delta(\varepsilon, h) > 0$, so that

$$t \in [0, h], \|x\|_X \leq \delta, \|u\|_U \leq \delta \Rightarrow \|\phi(t, x, u)\|_X \leq \varepsilon.$$  

In this case we say also that $\Sigma$ has the CEP property.

Forward completeness alone does not imply in general the existence of any uniform bounds on the trajectories emanating from bounded balls which are subject to uniformly bounded inputs. Systems exhibiting such bounds deserve a special name.
Definition 2.2. We say that $\Sigma = (X, \mathcal{U}, \phi)$ has bounded reachability sets (BRS), if for any $C > 0$ and any $\tau > 0$ it holds that

$$\sup \{ \| \phi(t, x, u) \|_X : \| x \|_X \leq C, \| u \|_\mathcal{U} \leq C, \ t \in [0, \tau] \} < \infty.$$ 

In the next definitions the counterparts of “stability” and “attractivity” concepts are introduced for control systems with inputs.

Definition 2.3. System $\Sigma = (X, \mathcal{U}, \phi)$ is called
(i) uniformly locally stable (ULS), if there exist $\sigma \in \mathcal{K}_\infty$, $\gamma \in \mathcal{K}_\infty$ and $r > 0$ such that for all $x \in B_r$ and all $u \in \mathcal{B}_r \mathcal{U}$:

$$\| \phi(t, x, u) \|_X \leq \sigma(\| x \|_X) + \gamma(\| u \|_\mathcal{U}) \quad \forall t \geq 0.$$ 

(ii) uniformly globally stable (UGS), if there exist $\sigma \in \mathcal{K}_\infty$, $\gamma \in \mathcal{K}_\infty$ such that for all $x \in X$ and all $u \in \mathcal{U}$ the estimate (2.2) holds.

Definition 2.4. (see [174, Definition 8] and [165]) We say that $\Sigma = (X, \mathcal{U}, \phi)$ has the uniform limit property on bounded sets (bULIM), if there exists $\gamma \in \mathcal{K}_\infty$ so that for every $\varepsilon > 0$ and for every $r > 0$ there is a $\tau = \tau(\varepsilon, r)$ such that

$$\| x \|_X \leq r \land \| u \|_\mathcal{U} \leq r \quad \Rightarrow \quad \exists t \leq \tau : \| \phi(t, x, u) \|_X \leq \varepsilon + \gamma(\| u \|_\mathcal{U}).$$

We say that $\Sigma = (X, \mathcal{U}, \phi)$ has the uniform limit property (ULIM), if there is $\gamma \in \mathcal{K}_\infty$ so that for every $\varepsilon > 0$ and for every $r > 0$ there exists a $\tau = \tau(\varepsilon, r)$ such that the following stronger implication holds:

$$\| x \|_X \leq r \land u \in \mathcal{U} \quad \Rightarrow \quad \exists t \leq \tau : \| \phi(t, x, u) \|_X \leq \varepsilon + \gamma(\| u \|_\mathcal{U}).$$

The bULIM property shows that all trajectories emanating from a ball $B_r$ and subject to inputs from $B_{\mathcal{U}}$ intersect the $\varepsilon$-neighborhood of the ball $B_{\gamma(\| u \|_\mathcal{U}) \mathcal{U}}$ before a time $\tau(\varepsilon, r)$, which does not depend on a particular solution. After intersecting this neighborhood, the trajectories may well leave it, but then they have to visit it again and again.

Remark 2.5. The bULIM and ULIM properties are motivated by the weaker concept of the limit property, introduced in [212], which in turn is an extension to the systems with inputs of the weak attractivity property, playing an important role in the classical dynamical systems theory [20, 21].

Finally, we introduce a concept which is stronger than ULIM, and reflects the classical input-output stability.

Definition 2.6. [212, p. 1285] System $\Sigma = (X, \mathcal{U}, \phi)$ has the uniform asymptotic gain (UAG) property, if there exists a $\gamma \in \mathcal{K}_\infty$ such that for all $\varepsilon, r > 0$ there is a $\tau = \tau(\varepsilon, r) < \infty$ such that for all $u \in \mathcal{U}$ and all $x \in B_r$

$$t \geq \tau \quad \Rightarrow \quad \| \phi(t, x, u) \|_X \leq \varepsilon + \gamma(\| u \|_\mathcal{U}).$$

The following characterization of ISS has been shown in [174, Theorem 5] and was slightly improved in [165]. This characterization is motivated by the classical criteria for ISS of ODEs shown in [211, 212].

Theorem 2.7. (ISS Superposition theorem) Let $\Sigma = (X, \mathcal{U}, \phi)$ be a forward complete control system. The following statements are equivalent:

(i) $\Sigma$ is ISS.
(ii) $\Sigma$ is UAG, CEP, and BRS.
(iii) $\Sigma$ is bULIM, ULS, and BRS.

Proof. Assume that $\Sigma$ is ISS. Then for certain $\beta \in \mathcal{KL}$, $\gamma \in \mathcal{K}_{\infty}$ it holds that
\[ t \geq 0 \land x \in X \land u \in U \Rightarrow \|\phi(t, x, u)\|_X \leq \beta(\|x\|_X, 0) + \gamma(\|u\|_U). \]
Defining $\sigma(r) := \beta(r, 0)$, we see that $\Sigma$ is uniformly globally stable and in particular it is ULS, and has BRS and CEP properties.

Now pick any $r > 0$ and any $\varepsilon > 0$ and define $\tau(r, \varepsilon)$ as the solution of the equation $\beta(r, \tau) = \varepsilon$, if such a solution exists and $\tau := 0$ otherwise. We have:
\[ t \geq \tau \land \|x\|_X \leq r \land u \in U \Rightarrow \|\phi(t, x, u)\|_X \leq \beta(r, \tau) + \gamma(\|u\|_U) \leq \varepsilon + \gamma(\|u\|_U), \]
which shows the UAG property (and thus also ULIM property).

The above argument shows the implications (i) $\Rightarrow$ (ii) and (i) $\Rightarrow$ (iii). Proof of converse implications is more involved and can be found in [174, Theorem 5] and in [165].

Often it is much harder to show the ISS property directly, and it can be much easier to show the properties, listed in items (ii) and (iii) of Theorem 2.7. This underlines the importance of Theorem 2.7. Characterizations of ISS pave the way to the proof of other important results, such as small-gain theorems [58, 165, 28, 49], Lyapunov-Razumikhin theory for time-delay systems (see Theorem 7.13 in this survey and more in [50, 223]), non-coercive ISS Lyapunov theorems (see Theorem 2.19), relations between ISS and nonlinear $L_2 \to L_2$ stability [209], connections to semiglobal ISS [3], to name a few applications.

Furthermore, Theorem 2.7 shows that ISS is indeed a synergy of stability and some kind of a classical input-output stability, which makes ISS a framework well-suited for the description of stability properties not only for closed systems (i.e. the systems with inputs), which are the primary object of investigation of the classical dynamical systems theory, but also for open systems which interact with the environment by means of the inputs. Another theory, which is successful for the analysis of open systems is a dissipative systems theory, see [235, 6].

Theorem 2.7 is tight in the sense, that if either ULS or BRS property or uniformity in the limit property is dropped from the item (iii) of Theorem 2.7, then the result of Theorem 2.7 is no more valid, see [163, 174] for corresponding examples.

At the same time, for more special classes of systems tighter counterparts of Theorem 2.7 can be obtained, see [174] for evolution equations in Banach spaces, [212] and [174, Section VIII] for ordinary differential equations, as well as [173] for preliminary results on time-delay systems.

2.1.2. Criteria for ISS of ordinary differential equations. Let $X := \mathbb{R}^n$, $U := \mathbb{R}^m$ and $\mathcal{U}$ be the space of globally essentially bounded functions endowed with the essential supremum norm (here $\mu$ denotes the Lebesgue measure):
\[ \mathcal{U} := L_\infty(\mathbb{R}_+, \mathbb{R}^m), \quad \|u\|_\infty := \text{ess sup}_{t \geq 0} |u(t)| = \inf_{D \subset \mathbb{R}_+, \mu(D) = 0} \sup_{t \in \mathbb{R}_+ \setminus D} |u(t)|. \]
For $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ consider the system
\[ (2.6) \quad \dot{x} = f(x, u). \]

First we introduce the concept of a solution for the system (2.6).
Definition 2.8. For $\tau > 0$ we say that $\zeta : [0, \tau] \to \mathbb{R}^n$ is a solution of (2.6) on $[0, \tau)$ with an initial condition $x_0 \in \mathbb{R}^n$ and an input $u \in \mathcal{U}$, if $\zeta$ is absolutely continuous on $[0, \tau)$, satisfies the initial condition $\zeta(0) = x_0$ and the equation $\dot{\zeta}(t) = f(\zeta(t), u(t))$ holds almost everywhere on $[0, \tau)$.

We say that $\zeta : \mathbb{R}_+ \to \mathbb{R}^n$ is a solution of (2.6) on $\mathbb{R}_+$ with an initial condition $x_0 \in \mathbb{R}^n$ and an input $u \in \mathcal{U}$, if $\zeta$ is a solution (subject to an initial condition $x_0 \in \mathbb{R}^n$ and an input $u \in \mathcal{U}$) of (2.6) on $[0, s)$ for each $s > 0$.

Assuming that for each $x_0 \in \mathbb{R}^n$ and $u \in \mathcal{U}$ there is a unique global solution $\phi(\cdot, x_0, u)$ corresponding to the input $u$ and the initial condition $x(0) = x_0$, one can see that $\Sigma_{ODE} := (\mathbb{R}^n, \mathcal{U}, \phi)$ is a control system according to Definition 1.3.

We need the following weaker counterpart of the bULIM property:

Definition 2.9. (see [212]) We say that a forward complete control system $\Sigma = (X, \mathcal{U}, \phi)$ has the limit property (LIM), if there exists $\gamma \in K_{\infty}$ so that for every $x \in X$, every $u \in \mathcal{U}$ and for every $\varepsilon > 0$ there exists a $t = t(\varepsilon, x, u)$ such that

$$
\|\phi(t, x, u)\|_X \leq \varepsilon + \gamma(\|u\|_U).
$$

(2.7)

Please note that forward completeness is needed already in order to define the LIM property. If forward completeness is not known, then the definition of LIM property has to be changed.

For ODEs tight characterizations of ISS in terms of stability and limit properties have been derived by Sontag and Wang in [212].

Theorem 2.10. [212, Theorem 1] The following holds for a system (2.6):

(2.6) is ISS $\iff$ (2.6) is forward complete, ULS and has a LIM property.

Proof. Follows from Theorem 2.7 by using that for (2.6) the BRS property is equivalent to forward completeness by [145, Proposition 5.1] and the bULIM property is equivalent to the LIM property by [174, Proposition 13], which in turn essentially uses [212, Corollary III.3].

The possibility to relax the BRS property to forward completeness as well as the uniform LIM property to the “plain” LIM property uses heavily the topological properties of ODE systems. In finite dimensions, uniform and non-uniform notions are frequently equivalent due to local compactness of the state space. In infinite dimensions, this uniformity becomes a requirement, see [163] for the examples showing that a “naive” generalization of the equivalences in Theorem 2.10 to infinite-dimensional systems is not possible.

2.2. ISS Lyapunov functions. The concept of a Lyapunov function is central for stability theory as the existence of a Lyapunov function is a certificate for the stability of a system and in many cases the only way to show stability of a nonlinear system is to construct a Lyapunov function for it. As we will see in this section, Lyapunov functions retain their significance in the context of input-to-state stability.

For a real-valued function $b : \mathbb{R}_+ \to \mathbb{R}$ define the right-hand upper Dini derivative at $t \in \mathbb{R}_+$ by

$$
D^+b(t) := \lim_{h \to 0^+} \frac{b(t + h) - b(t)}{h}.
$$

Let $x \in X$ and $V$ be a real-valued function defined in a neighborhood of $x$. The Lie derivative of $V$ at $x$ corresponding to the input $u$ along the corresponding trajectory
of \( \Sigma \) is defined by

\[
\dot{V}_u(x) := D^2V(\phi(\cdot, x, u))\bigg|_{t=0} = \lim_{t \to +0} \frac{1}{t} (V(\phi(t, x, u)) - V(x)).
\]

The interior of a domain \( D \subset X \) we denote by \( \text{int} \,(D) \).

**Definition 2.11.** Consider \( D \subset X \), such that \( 0 \in \text{int} \,(D) \). A continuous function

\( V : D \to \mathbb{R}_+ \) is called a non-coercive LISS Lyapunov function for the system \( \Sigma = (X, U, \phi) \), if there are \( \psi_2, \alpha \in \mathcal{K}_\infty \), \( \sigma \in \mathcal{K} \) and \( r > 0 \), such that \( B_r \subset D \),

\[
0 < V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in D \backslash \{0\}
\]

and the Lie derivative of \( V \) along the trajectories of \( \Sigma \) satisfies

\[
\dot{V}_u(x) \leq -\alpha(\|x\|_X) + \sigma(\|u\|_U)
\]

for all \( x \in B_r \) and \( u \in B_r \).

If additionally there is a \( \psi_1 \in \mathcal{K}_\infty \) so that

\[
(2.11) \quad \psi_1(\|x\|_X) \leq V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in D,
\]

then \( V \) is called a (coercive) LISS Lyapunov function for the system \( \Sigma = (X, U, \phi) \).

If \( D = X \), and \( r = +\infty \), then \( V \) is called an ISS Lyapunov function (non-coercive or coercive respectively) for \( \Sigma \).

**Remark 2.12.** By definition, coercive ISS Lyapunov functions are a subclass of non-coercive ISS Lyapunov functions (in the same way as linear systems we consider as a subclass of nonlinear systems).

**Remark 2.13.** Although Definition 2.11 of ISS Lyapunov functions is formally defined for arbitrary input spaces, for the spaces \( U = L_p(\mathbb{R}_+, U) \), where \( p \in [1, +\infty) \) and \( U \) is a Banach space, it is far too restrictive. For an ISS Lyapunov function concept, which is suitable for ISS analysis of control systems with integrable inputs we refer to [167].

**Remark 2.14.** The dissipation inequality (2.10) shows that an ISS Lyapunov function \( V \) decreases along the trajectories as long as the norm of the state is large enough in comparison to the magnitude of the input (more precisely, if \( \|x\|_X > \alpha^{-1} \circ \sigma(\|u\|_U) \)). Definition 2.11 is often called a dissipative formulation (or dissipative form) of the ISS Lyapunov function concept.

**Remark 2.15.** Computation of \( \dot{V}_u(x) \) by definition given in (2.8), requires the knowledge of the solution for future times, at least on a sufficiently small time-interval. This definition is very general and fits perfectly for the ISS theory of a general class of infinite-dimensional systems. However, one of the main benefits of the Lyapunov theory is the possibility to check the stability of a system without knowledge of a solution. To retain this feature, for many important classes of systems it is possible to derive useful formulas for the computation of \( \dot{V}_u(x) \), which do not involve the knowledge of the future dynamics. For example, for \( ODE \) systems (2.6) with a Lipschitz continuous \( V \), for almost all \( x \in \mathbb{R}^n \) and all continuous \( u \in U \) it holds that \( \dot{V}_u(x) = \nabla V(x) \cdot f(x, u(0)) \), where \( \nabla V \) is the gradient of \( V \) and \( \cdot \) is the standard inner product in \( \mathbb{R}^n \). For time-delay systems, \( \dot{V}_u(x) \) can be computed using the so-called Driver derivative, see Section 7.2. For many \( PDE \) systems, one can give simple formulas for \( \dot{V}_u(x) \) for \( x \) belonging to a dense subset of the state space \( X \), and for other states the derivative can be estimated by using some kind of density arguments, see, e.g., [51].
Alternatively, (L)ISS Lyapunov functions can be defined in implication form:

**Definition 2.16.** A continuous function $V : D \to \mathbb{R}_+$, $D \subset X$, $0 \in \text{int}(D)$ is called a (coercive) LISS Lyapunov function in implication form for $\Sigma$, if there are functions $\psi_1, \psi_2 \in K_{\infty}$, $\chi \in K_{\infty}$, $r > 0$ and a positive definite function $\alpha$, such that (2.11) holds and for all $x \in B_r$ and all $u \in B_r$ it holds that

\[ \|x\|_X \geq \chi(\|u\|_U) \Rightarrow \dot{V}_u(x) \leq -\alpha(\|x\|_X). \]

Function $\chi$ is called ISS Lyapunov gain for $(X, U, \phi)$. If $D = X$, and $r = +\infty$, then $V$ is called an ISS Lyapunov function in implication form for $\Sigma$.

For time-invariant ordinary differential equations (under reasonable regularity assumptions) a function $V : X \to \mathbb{R}_+$ is an ISS Lyapunov function in dissipative form (see Remark 2.14) if and only if it is an ISS Lyapunov function in implication form, see [211, Remark 2.4, p. 353]. However, already for time-variant ODE systems this is not true in general, even if the system is Lipschitz continuous in all variables and $V$ is smooth, see [65, Section 2.1]. As was shown in [84, Proposition 2.9], this system is ISS but it is not iISS. This discussion motivates:

**Open Problem 2.17.** For infinite-dimensional systems, it is easy to see that if $V$ is an ISS Lyapunov function in dissipative form, then it is an ISS Lyapunov function in implication form. It is, however, an open question, whether the converse implication holds unless quite restrictive requirements on $\Sigma$ and Lyapunov function $V$ are imposed, see [169, Theorem 3.4].

The importance of ISS Lyapunov functions is due to the following basic result:

**Theorem 2.18.** (Direct Lyapunov theorem, [51, Theorem 1], [169, Proposition 1]) Let $(X, U, \phi)$ be a control system satisfying the BIC property, and let $x \equiv 0$ be its equilibrium point. If $\Sigma$ possesses a coercive (L)ISS Lyapunov function (in either dissipative or implication form), then it is (L)ISS.

**Proof.** In [51, Theorem 1] it was assumed that $\Sigma$ is forward complete, but the proof can be naturally adapted for a much weaker assumption of BIC property. The proof of this theorem in [51] is based on the so-called comparison principle, see [169, Lemma 3.2].

Construction of ISS Lyapunov functions is a challenging task, especially for systems with boundary inputs. Thus it is natural to ask, whether less restrictive non-coercive ISS Lyapunov functions are sufficient for ISS. The next theorem, whose proof essentially exploits the characterizations of ISS developed in Theorem 2.7, shows that this is indeed the case, provided several further conditions hold, which have to be checked separately.

**Theorem 2.19.** (Direct non-coercive Lyapunov theorem, [96, Theorem 3.7]) Let $\Sigma$ be a forward complete control system, which is CEP and BRS. If there exists a non-coercive ISS Lyapunov function for $\Sigma$, then $\Sigma$ is ISS.

Note that requirements of CEP and BRS properties are necessary for the validity of Theorem 2.19, see examples in [177]. Without these requirements however one can still verify certain stability properties for $\Sigma$, which are weaker than ISS, see [176] for an analysis in the context of UGAS property, and [96] for such results in the ISS context. We state here only one such result:

**Proposition 2.20.** ([174, Proposition 8]) Let $\Sigma = (X, U, \phi)$ be a forward complete control system and assume there exists a non-coercive ISS Lyapunov function...
for $\Sigma$. Then $\Sigma$ has the ULIM property.

**Open Problem 2.21.** Theorem 2.19, in contrast to Theorem 2.18, gives an ISS criterion only for the global ISS property, and non-coercive ISS Lyapunov functions are formulated in dissipative form. Currently, there are no non-coercive Lyapunov results for the LISS property and for non-coercive ISS Lyapunov functions defined in implication form.

Applications of Lyapunov methods are very broad. We apply Lyapunov technique for linear infinite-dimensional systems in Section 3.4 and for linear and nonlinear PDEs in Section 5. Furthermore, ISS Lyapunov theory is very powerful for analysis of interconnected systems, as will be illustrated in Section 6.

**2.3. Characterization of local ISS.** Consider infinite-dimensional evolution equations of the form

$$
\dot{x}(t) = Ax(t) + f(x(t), u(t)),
$$

where $A : D(A) \subset X \to X$ generates a strongly continuous semigroup (also called $C_0$-semigroup) $T(\cdot)$ of bounded linear operators, $X$ is a Banach space, $U$ is a normed linear space of input values, and $f : X \times U \to X$. As the space of admissible inputs, we consider the space $U := \text{PC}_b([0, \infty), U)$ of globally bounded, piecewise continuous functions from $\mathbb{R}_+$ to $U$ which are right-continuous. We refer to the excellent books [47, 185, 102] for an overview of the semigroup theory and of the theory of evolution equations.

**Definition 2.22.** For a certain $\tau > 0$ we call a function $x : [0, \tau] \to X$ a mild solution of (2.13) on $[0, \tau]$, if $x \in C([0, \tau], X)$ and it solves the integral equation

$$
x(t) = T(t)x(0) + \int_0^t T(t-s)f(x(s), u(s))ds.
$$

Here the integral is understood in the sense of Bochner, see [92, Chapter III, Sec. 3.7] or [102, Appendix A], which is resolved to the standard Riemann integral of $X$-valued maps as what we integrate is a piecewise-continuous $X$-valued function.

We say that $x : \mathbb{R}_+ \to X$ is a mild solution of (2.13) on $\mathbb{R}_+$, if it is a mild solution of (2.13) on $[0, \tau]$ for all $\tau > 0$.

In this paper, we always consider mild solutions, which is a more usual choice. Another possibility would be to consider classical solutions. For relations between ISS w.r.t. mild solutions and ISS w.r.t. classical solutions a reader may consult [203, Proposition 2.11].

**Assumption 2.** The nonlinearity $f$ satisfies the following properties:

(i) $f : X \times U \to X$ is Lipschitz continuous on bounded subsets of $X$, i.e. $\forall C > 0 \exists L_f(C) > 0$, such that $\forall x, y \in B_C, \forall v \in B_{C,U}$, it holds that

$$
\|f(y, v) - f(x, v)\|_X \leq L_f(C)\|y - x\|_X.
$$

(ii) $f(x, \cdot)$ is continuous for all $x \in X$.

**Remark 2.23.** In [163] and [174] a somewhat stronger requirement on $f$ has been posed, but it is not essential for the results in this section.

Since $U = PC_b(\mathbb{R}_+, U)$, Assumption 2 ensures that for any $x \in X$, $u \in U$ the corresponding mild solution of (2.13) exists and is unique, according to a variation of
the classical existence and uniqueness theorem [30, Proposition 4.3.3]. We denote by \( \phi(t, x, u) \) this solution at the moment \( t \in \mathbb{R}_+ \) associated with an initial condition \( x \in X \) at \( t = 0 \), and input \( u \in U \). The conditions (Σ1)-(Σ4) are satisfied by construction and thus \( \Sigma := \langle X, U, \phi \rangle \) is a control system according to Definition 1.3.

A local counterpart of the 0-UGAS notion is

**Definition 2.24.** System \( \Sigma = \langle X, U, \phi \rangle \) is called uniformly asymptotically stable at zero (0-UAS), if there exist \( \beta \in KL \) and \( r > 0 \) such that

\[
\|x\|_X \leq r \land t \geq 0 \Rightarrow \|\phi(t, x, 0)\|_X \leq \beta(\|x\|_X, t).
\]

In [163, Theorem 4] it was shown that under mild assumptions on the nonlinearity of a system (2.13), the LISS property is equivalent to the 0-UAS.

**Theorem 2.25.** Let Assumption 2 hold, \( f(0, 0) = 0 \), and let (2.13) has a CEP property. Furthermore, let there exist \( \sigma \in K \) and \( r > 0 \) so that:

\[
\|v\|_U \leq r \land \|x\|_X \leq r \Rightarrow \|f(x, v) - f(x, 0)\|_X \leq \sigma(\|v\|_U).
\]

Then for the system (2.13) the following properties are equivalent:

(i) 0-UAS,

(ii) Existence of a coercive locally Lipschitz continuous LISS Lyapunov function,

(iii) LISS.

**Open Problem 2.26.** The proof of Theorem 2.25 is based on converse Lyapunov theorems for the 0-UAS property, see [163], and thus it does not give a precise estimate for the region in \( X \times U \) for which the LISS estimate (1.6) is valid (for given \( \beta, \gamma \)). The estimation of the region in which the LISS estimate is valid is a hard problem, which has not been touched so far for infinite-dimensional systems. For ODE systems this problem has been approached by means of a numerical construction of a continuous piecewise affine LISS Lyapunov functions using the linear programming method [143].

### 2.4. Converse Lyapunov theorems.

In most cases, construction of an ISS Lyapunov function is the only practical way to prove ISS of a given nonlinear system. However, before we start searching for an ISS Lyapunov function of a given system, a natural question appears whether such a function exists at all. Results ensuring that this is the case are called converse Lyapunov theorems and for classical asymptotic stability such results date back to the pioneering works of Kurzweil [137] and Massera [154]. Converse Lyapunov theorems for input-to-state stability of general nonlinear ODE systems have been proved in an influential paper [145]. Motivated by [145], in [175] a corresponding result for evolution equations with bi-Lipschitz nonlinearities has been shown.

**Theorem 2.27.** (Converse ISS Lyapunov theorem, [175, Theorem 5]) Let \( f : X \times U \to X \) be bi-Lipschitz continuous on bounded balls, i.e. \( f \) is Lipschitz continuous on bounded balls from the Banach space \( X \times U, \| \cdot \|_X + \| \cdot \|_U \) to the space \( X \).

Then (2.13) is ISS if and only if there is a Lipschitz continuous on bounded balls coercive ISS Lyapunov function for (2.13).

**Proof.** The proof of this result in [175, Theorem 5] is based on a reduction of (2.13) to a related system with disturbances, proposed in [211] and relies on a converse Lyapunov theorem for uniform global asymptotic stability of such systems, shown in [114, Section 3.4].

Theorem 2.27 is an existence result, and does not give a precise form of an ISS Lyapunov function. For linear systems, constructive converse Lyapunov theorems can be shown, see Section 3.4.
Open Problem 2.28. For general nonlinear systems and even for general linear boundary control systems converse ISS Lyapunov theorems are not available now and constitute an important and complex open problem.

2.5. Integral input-to-state stability. In spite of all advantages of the ISS framework, for some practical systems, input-to-state stability is too restrictive. This is because ISS excludes systems whose state stays bounded as long as the magnitude of applied inputs and of initial states remains below a specific threshold, but becomes unbounded when the input magnitude or the magnitude of an initial state exceeds the threshold. Such behavior is frequently caused by saturation and limitations in actuation and processing rate. The idea of integral input-to-state stability (iISS) is to capture such nonlinearities [209, 4].

In this section we assume that \( \Sigma \) is a forward complete control system in the sense of Definition 1.3 with \( \mathcal{U} \) which is a linear subspace of a space \( L_{1,loc}(\mathbb{R}_+, \mathcal{U}) \) of locally Bochner integrable \( \mathcal{U} \)-valued functions.

Definition 2.29. A forward complete system \( \Sigma = (X, \mathcal{U}, \phi) \) is called integral input-to-state stable (iISS) if there exist \( \theta \in \mathcal{K}_\infty \), \( \mu \in \mathcal{K} \) and \( \beta \in \mathcal{KL} \) such that for all \( (t, x, u) \in \mathbb{R}_+ \times X \times \mathcal{U} \) it holds that

\[
\|\phi(t, x, u)\|_X \leq \beta(\|x\|_X, t) + \theta \left( \int_0^t \mu(\|u(s)\|_\mathcal{U}) ds \right).
\]

If the integral in the right-hand side of (2.17) diverges, we consider it as equal to \(+\infty\).

In the ISS theory of ODE and delay systems as well as for many other classes of evolution equations a natural choice of the input space is \( L_\infty \) space or the space \( PC_b \) of piecewise continuous functions. For such choices of the input space the ISS estimate (1.6) provides an upper bound on the response of the system with respect to the maximal magnitude of the applied input. In contrast to that, integral ISS gives an upper bound of the response of the system with respect to a kind of the energy fed into the system, described by the integral in the right-hand side of (2.17).

Definition 2.30. We say that a forward complete system \( \Sigma := (X, \mathcal{U}, \phi) \) has bounded energy-convergent state (BECs) property if there is \( \xi \in \mathcal{K} \) such that

\[
\int_0^\infty \xi(\|u(s)\|_\mathcal{U}) ds < \infty \quad \Rightarrow \quad \forall r > 0 \lim_{t \to \infty} \sup_{\|x\|_X \leq r} \|\phi(t, x, u)\|_X = 0.
\]

Similarly to Proposition 1.10, we have the following basic properties of iISS systems, belonging to the folklore of the ISS theory:

Proposition 2.31. Let \( \Sigma \) be an iISS control system. Then \( \Sigma \) is 0-UGAS and satisfies BECS property with \( \xi := \mu \).

Remark 2.32. (iISS and forward completeness) In this paper we take forward completeness of control systems for granted (Assumption 1). Alternatively, one could require in the iISS definition that the estimate (2.17) holds only for \( (t, x, u) \in D_\phi \subset \mathbb{R}_+ \times X \times \mathcal{U} \). If \( \Sigma \) satisfies the BIC property (see Definition 1.5), then an easy argument shows that \( \Sigma \) is forward complete. The same argument could be applied for ISS property as well.

Finally, note that iISS is stronger than forward completeness together with 0-UGAS, even for nonlinear ODE systems, see an example in [4, Section V].
For linear systems with bounded input operators the notions of ISS and integral ISS are equivalent, see Theorem 3.5. For nonlinear systems as well as for linear systems with unbounded input operators the situation is more complex.

**Definition 2.33.** Consider a control system \( \Sigma := (X, U, \phi) \) with the input space \( U := PC_b(\mathbb{R}_+, U) \). A continuous function \( V : X \to \mathbb{R}_+ \) is called a non-coercive iISS Lyapunov function for \( \Sigma \), if there exist \( \psi_2 \in K_{\infty}, \alpha \in P \) and \( \sigma \in K \) such that

\[
0 < V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in X \setminus \{0\}
\]

and Lie derivative of \( V \) along the trajectories of the system (2.13) satisfies

\[
\dot{V}(x) \leq -\alpha(\|x\|_X) + \sigma(\|u(0)\|_U), \quad x \in X, \ u \in U.
\]

If additionally there is a \( \psi_1 \in K_{\infty} \) so that

\[
\psi_1(\|x\|_X) \leq V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in X,
\]

then \( V \) is called a (coercive) iISS Lyapunov function.

Note that in the definition of an iISS Lyapunov function the decay rate \( \alpha \) is a \( P \)-function, and in the definition of an ISS Lyapunov function in a dissipative form \( \alpha \in K_{\infty} \).

The direct Lyapunov theorem for the iISS property reads as follows:

**Proposition 2.34.** \([169, Proposition 1]\) Consider a control system \( \Sigma := (X, U, \phi) \) with \( U := PC_b(\mathbb{R}_+, U) \). If there is a coercive iISS Lyapunov function for \( \Sigma \), then \( \Sigma \) is iISS.

**Remark 2.35.** Please note that for general input spaces \( U \), allowed by Definition 1.3, the term \( u(0) \) in (2.20) may have no sense, e.g., this is the case for \( U = L_\infty(\mathbb{R}_+, \mathbb{R}) \). To allow for control systems with general input spaces the definition of an iISS Lyapunov function has to be changed. If we mimic the definition of the ISS Lyapunov function, and require in the definition of an iISS Lyapunov function instead of (2.20) a validity of the inequality

\[
\dot{V}(x) \leq -\alpha(\|x\|_X) + \sigma(\|u\|_U),
\]

then, using the same argument as in the proof of Proposition 2.34, it is possible to obtain a certain variation of the iISS property, which is however possibly weaker than iISS.

**Definition 2.36.** System \( \Sigma = (X, U, \phi) \) is called input-to-state stable (ISS) with respect to small inputs, if there exist \( \beta \in K\mathcal{L}, \gamma \in K_{\infty} \) and \( R > 0 \) such that for all \( x \in X, \ u \in U: \|u\|_U \leq R \) and \( t \geq 0 \) it holds that

\[
\|\phi(t, x, u)\|_X \leq \beta(\|x\|_X, t) + \gamma(\|u\|_U).
\]

Although integral ISS shares several nice properties with ISS systems, there are also important distinctions.

**Example 2.37.** Let \( X = \mathbb{R} \) and \( U = PC_b(\mathbb{R}_+, \mathbb{R}) \). Consider the system

\[
\dot{x} = -\frac{x}{1+x^2} + u.
\]

This system is iISS, but it does not have convergent input-convergent state property (compare to Proposition 1.10) and constant inputs of arbitrarily small magnitude induce unbounded trajectories, provided that an initial state is chosen sufficiently large.
Obstructions demonstrated in Example 2.37 motivate the following strengthening of the iISS property, which is well-studied for ODE systems [32, 33]:

**Definition 2.38.** System \( \Sigma = (X, U, \phi) \) is called strongly integral input-to-state stable (strongly iISS), if \( \Sigma \) is iISS and ISS with respect to small inputs.

**Example 2.39.** A simple example of a strongly integral ISS system which is not ISS is given by a one-dimensional bilinear system

\[
\dot{x} = -x + xu,
\]

(2.25)

with \( x(t) \in \mathbb{R} \) and \( u \in PC_b(\mathbb{R}^+, \mathbb{R}) \). Clearly, for \( u \equiv 2 \) the solution is unbounded, which is not possible for an ISS system. At the same time, (2.25) is iISS, which can be shown by using an iISS Lyapunov function \( V(x) = \ln(1 + x^2), x \in \mathbb{R} \). Trivially, (2.25) is also ISS with respect to small inputs, and thus (2.25) is strongly iISS.

Further results on integral input-to-state stability of infinite-dimensional systems are outlined in Sections 3.3, 3.6, 6.4.

### 3. ISS of linear systems.

In this section we study ISS of linear systems with unbounded input operators, which contain linear boundary control systems as a special case, see Section 4.1. The ISS analysis of such systems is important in particular for analyzing robustness of PDE systems w.r.t. boundary disturbances as well as for robust stabilization by means of boundary controllers. The linearity of control systems allows for efficient functional-analytic criteria for ISS, which are not available for general nonlinear systems and makes it possible to derive constructive converse Lyapunov theorems for important subclasses of linear systems. In this section, we explain these methods in detail.

#### 3.1. ISS of linear systems with bounded input operators.

Consider first linear control systems with bounded input operators of the form

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad t > 0,
\]

(3.1)

where \( A \) is the generator of a strongly continuous semigroup \( T := (T(t))_{t \geq 0} \) on a Banach space \( X \) and \( B \in L(U, X) \) for some Banach space \( U \).

We would like to introduce several spaces of Bochner integrable functions, which we will use as the input spaces in this section.

**Definition 3.1.** Let \( W \) be a Banach space, \( I \) be a closed subset of \( \mathbb{R} \) and \( p \in [1, +\infty) \). We define the following spaces (see [102, Definition A.1.14] for details)

\[
\begin{align*}
M(I, W) &:= \{ f : I \to W : f \text{ is strongly measurable} \}, \\
L_p(I, W) &:= \{ f \in M(I, W) : \| f \|_{L_p(I, W)} := \left( \int_I \| f(s) \|_W^p \, ds \right)^{1/p} < \infty \}, \\
L_\infty(I, W) &:= \{ f \in M(I, W) : \| f \|_{L_\infty(I, W)} := \text{ess sup}_{s \in I} \| f(s) \|_W < \infty \}.
\end{align*}
\]

(3.2a) (3.2b) (3.2c)

Identifying the functions, which differ on a set with a Lebesgue measure zero, the spaces \( L_p(I, W) \), \( p \in [1, +\infty) \) are Banach spaces.

We define also for \( p \in [1, +\infty] \) the spaces \( L_p,loc(\mathbb{R}^+, W) \) of locally Bochner-integrable functions, consisting of functions \( f : \mathbb{R}^+ \to W \) so that the restriction \( f_I \) of a map \( f \) to any compact interval \( I \subset \mathbb{R}^+ \) belongs to \( L_p(I, W) \).
DEFINITION 3.2. For every \( x \in X \) and every \( u \in U := L_{1,loc}(\mathbb{R}_+, U) \), the function \( \phi(\cdot, x, u) : \mathbb{R}_+ \to X \), defined by

\[
\phi(t, x, u) := T(t)x + \int_0^t T(t-s)Bu(s)\,ds, \quad t \geq 0,
\]

is called a mild solution of (3.1).

The integral in (3.3) and on the following pages is understood in the sense of Bochner. For a general introduction to the Bochner integral, we refer to [7].

REMARK 3.3. Note that the space \( L_{1,loc}(\mathbb{R}_+, U) \) is not a normed linear space, as some of its elements have “infinite” \( L_1 \)-norm (that is, the \( L_1 \)-norm cannot be introduced for these spaces), and hence according to Definition 1.3, \( L_{1,loc}(\mathbb{R}_+, U) \) is not allowed as an input space to a control system. However, ISS of a control system w.r.t. inputs in \( L_1(\mathbb{R}_+, U) \) implies ISS of the system with \( L_{1,loc}(\mathbb{R}_+, U) \), due to causality of the control systems, similarly to Proposition 1.12. Therefore we slightly abuse the use of Definition 1.3, and allow for the input spaces \( L_p,loc(\mathbb{R}_+, U) \).

\[\int\]

LEMMA 3.4. Let \( U := L_{1,loc}(\mathbb{R}_+, U) \), and let \( \phi \) be defined by (3.3). Then \( \Sigma := (X, U, \phi) \) is a control system in the sense of Definition 1.3.

Proof. For a fixed \( u \in U \) the map \( s \mapsto T(t-s)Bu(s) \) is Bochner integrable and \( t \mapsto \int_0^t T(t-s)Bu(s)\,ds \) is continuous, see [7, Proposition 1.3.4]. \( \int\)

As for a fixed \( x \in X \) the map \( t \mapsto T(t)x \) is continuous, \( \phi \) is continuous w.r.t. \( t \) as well. Verification of the other axioms of a control system is straightforward.

For ease of terminology we identify \( \Sigma = (X, U, \phi) \) with (3.1). Next we give exhaustive criteria for ISS of linear systems (3.1) with bounded input operators.

THEOREM 3.5. ([51, Proposition 3, Lemma 1], [169, Proposition 4], [175, Propositions 6, 7]) The following statements are equivalent for a system (3.1) with \( B \in L(U, X) \):

(i) (3.1) is ISS,
(ii) (3.1) is iISS,
(iii) (3.1) is 0-UGAS,
(iv) The semigroup \( T \) is exponentially stable,
(v) The function \( V : X \to \mathbb{R}_+ \) defined by

\[
V(x) = \int_0^\infty \|T(t)x\|^2_X dt
\]

is a non-coercive ISS Lyapunov function for (3.1),
(vi) The function \( V^\gamma : X \to \mathbb{R}_+ \) defined by

\[
V^\gamma(x) := \max_{s \geq 0} \|e^{\gamma s}T(s)x\|_X
\]

is a globally Lipschitz coercive ISS Lyapunov function for (3.1). Here \( \gamma \in (0, \lambda) \), and \( \lambda \in \mathbb{R} \) is so that \( \|T(t)\|_X \leq Me^{-\lambda t} \) for some \( M > 0 \) and all \( t \geq 0 \),
(vii) There is a non-coercive ISS Lyapunov function for (3.1).

Proof. \( (i) \Leftrightarrow (iii) \Leftrightarrow (iv) \) is an easy computation similar to that in Section 1.3, see [51, Proposition 3, Lemma 1]. Equivalence \( (i) \Leftrightarrow (ii) \) follows from [169, Proposition

\[\int\]

1If \( X \) is Hilbert space, a simpler argument can be found in [102, Example A.1.13, Lemma 10.1.6].
4]. Equivalences (i) ⇔ (v) ⇔ (vi) are shown in [175, Propositions 6, 7]. Clearly, (v) implies (vii), and (vii) implies (i) by Theorem 2.19 (CEP an BRS properties for a linear system (3.1) are always fulfilled).

Theorem 3.5 shows that the question about ISS of a control system (3.1) with $B \in L(U, X)$ can be reduced to the analysis of the exponential stability of a semigroup $T$, generated by $A$, which is a classical problem in semigroup theory. On the other hand, for each input-to-state stable linear system with a bounded input operator, there is a quadratic non-coercive as well as a (in general non-quadratic) coercive ISS Lyapunov function. The Lyapunov function (3.4) is rather standard, see, e.g., [47, Theorem 5.1.3], and in a Hilbert space setting it is obtained via the solution of an operator Lyapunov equation. The fact that such natural Lyapunov functions, as (3.4), are non-coercive, is one of the reasons motivating the study of non-coercive Lyapunov functions.

Remark 3.6. The Lyapunov function defined by (3.4) is in general non-coercive, but it is coercive for some special classes of systems.

Remark 3.7. For finite-dimensional linear systems (1.1) 0-UGAS (and thus ISS) is equivalent to the strong stability of a semigroup $T$, i.e., to the property that for all $x \in X$ it holds that $\phi(t, x, 0) = T(t)x \to 0$ as $t \to \infty$. For infinite-dimensional linear systems (3.1) strong stability of a semigroup $T$ is much weaker than exponential stability, even for bounded $A$. Moreover, in this case, (3.1) may have unbounded solutions in the presence of a bounded and exponentially converging to zero input, see, e.g., [158, p. 247].

3.2. ISS of linear systems with unbounded input operators. Assume that $X$ and $U$ are Banach spaces, $p \in [1, \infty]$ and $U := L_p(\mathbb{R}_+, U)$. Let also $A : D(A) \subset X \to X$ be an infinitesimal generator of a strongly continuous semigroup $T := (T(t))_{t \geq 0}$ on $X$ with a nonempty resolvent set $\rho(A)$. Consider again the equation (3.1) but now assume that $B$ is an unbounded linear operator from $U$ to $X$. Unbounded input operators naturally appear in boundary or point control of linear systems, see, e.g., [102].

Define the extrapolation space $X_{-1}$ as the completion of $X$ with respect to the norm $\|x\|_{X_{-1}} := \|(aI - A)^{-1}x\|_X$ for some $a \in \rho(A)$. $X_{-1}$ is a Banach space (see [68, Theorem 5.5, p. 126]) and different choices of $a \in \rho(A)$ generate equivalent norms on $X_{-1}$, see [68, p. 129]. As we know from the representation theorem [234, Theorem 3.9], the input operator $B$ must satisfy the condition $B \in L(U, X_{-1})$ in order to give rise to a well-defined control system (at least for $p < \infty$). We assume this for all $p \in [1, +\infty]$.

Lifting of the state space $X$ to a larger space $X_{-1}$ brings further good news: the semigroup $(T(t))_{t \geq 0}$ extends uniquely to a strongly continuous semigroup $(T_{-1}(t))_{t \geq 0}$ on $X_{-1}$ whose generator $A_{-1} : X_{-1} \to X_{-1}$ is an extension of $A$ with $D(A_{-1}) = X$, see, e.g., [68, Section II.5]. Thus we may consider equation (3.1) on the Banach space $X_{-1}$:

$$\dot{x}(t) = A_{-1}x(t) + Bu(t), \quad t > 0,$$

and mild solutions of this extrapolated system are given by the variation of constants formula (3.3), which takes for every $x \in X$, $u \in L_{1, loc}(\mathbb{R}_+, U)$ and every $t \geq 0$ the
form

\begin{equation}
\phi(t, x, u) := T_{-1}(t)x + \int_0^t T_{-1}(t-s)Bu(s)ds
\end{equation}

\begin{equation}
= T(t)x + \int_0^t T_{-1}(t-s)Bu(s)ds.
\end{equation}

The last transition is due to the fact that \( T_{-1}(t)x = T(t)x \) for all \( x \in X \) and \( t \geq 0 \).

The lifting comes however at a price that now the solution \( \phi(t, x, u) \) has values in \( X_{-1} \). The formula (3.8) defines an \( X \)-valued function only in case if the value of the integral in (3.8) belongs to the state space \( X \), despite the fact that what we integrate is in \( X_{-1} \). This motivates the following definition:

**Definition 3.8.** The operator \( B \in L(U, X_{-1}) \) is called a \( q \)-admissible control operator for \( (T(t))_{t \geq 0} \), where \( 1 \leq q \leq \infty \), if there is a \( t > 0 \) so that

\begin{equation}
u \in L_q(\mathbb{R}_+, U) \Rightarrow \int_0^t T_{-1}(t-s)Bu(s)ds \in X.
\end{equation}

Define the operators \( \Phi(t) : \mathcal{U} \to X, \Phi(t)u := \int_0^t T_{-1}(t-s)Bu(s)ds \). Note that for any \( B \in L(U, X_{-1}) \) operators \( \Phi(t) \) are well-defined as maps from \( U \) to \( X_{-1} \) for all \( t \). The next result shows that from admissibility of \( B \) it follows that the image of \( \Phi(t) \) is in \( X \) for all \( t \geq 0 \) and \( \Phi(t) \) \( L(U, X) \) for all \( t \).

**Proposition 3.9.** ([234, Proposition 4.2], [229, Proposition 4.2.2]) Let \( X, U \) be Banach spaces and let \( p \in [1, \infty) \) be given. Then \( B \in L(U, X_{-1}) \) is \( q \)-admissible if and only if for all \( t > 0 \) there is \( h_t > 0 \) so that for all \( u \in L_{q,\text{loc}}(\mathbb{R}_+, U) \) it holds that \( \Phi(t)u \in X \) and

\begin{equation}
\left\| \int_0^t T_{-1}(t-s)Bu(s)ds \right\|_X \leq h_t \|u\|_{L_q([0,t],U)}.
\end{equation}

If \( B \in L(U, X_{-1}) \) is a \( q \)-admissible operator, then \( \phi \) given by (3.8) is well-defined on \( \mathbb{R}_+ \times X \times \mathcal{U} \), with \( \mathcal{U} := L_q(\mathbb{R}_+, U) \). The next natural question is whether \( \Sigma := (X, \mathcal{U}, \phi) \) is a control system in the sense of Definition 1.3. For \( q < \infty \) it has an affirmative answer:

**Proposition 3.10.** Assume that \( B \in L(U, X_{-1}) \) is a \( q \)-admissible input operator with \( q < \infty \). Then \( \Sigma := (X, \mathcal{U}, \phi) \) with \( \mathcal{U} := L_q(\mathbb{R}_+, U) \) is a forward-complete control system in the sense of Definition 1.3.

**Proof.** Using Proposition 3.9 one can show that \((T, \Phi)\), where \( \Phi := \{ \Phi(t) : t \in \mathbb{R}_+ \}\) is an abstract linear control system in the sense of [234, Definition 2.1]. Continuity of \( \phi \) in the \( X \)-norm can be inferred from [234, Proposition 2.3] (here an assumption that \( q \neq \infty \) is essential). After some additional effort, the claim follows.

For \( \infty \)-admissible control operators we have the following result:

**Proposition 3.11.** Assume that \( B \in L(U, X_{-1}) \) is an \( \infty \)-admissible input operator and that \( \phi \) is continuous w.r.t. time in the norm of \( X \). Then \( \Sigma := (X, \mathcal{U}, \phi) \) with \( \mathcal{U} := L_{\infty}(\mathbb{R}_+, U) \) is a forward-complete control system in the sense of Definition 1.3.

**Proof.** The proof goes along the lines of the proof of Proposition 3.10.

**Remark 3.12.** In the language of general control systems, \( q \)-admissibility means precisely the forward-completeness of control systems for all inputs from \( L_q \)-space, which is in view of Proposition 3.9 equivalent to BRS property.
Although φ given by (3.8) is continuous w.r.t. time in the norm of \( X_{-1} \) (as a mild solution), but it does not imply that φ is continuous in the X-norm. Question whether \( \infty \)-admissibility of \( B \in L(U, X_{-1}) \) implies the continuity of the solution map φ w.r.t. time in the X-norm is open for 30 years ([234, Problem 2.4]). Recently, this was positively answered for an important subclass of analytic systems on Hilbert spaces:

**Theorem 3.13.** (Follows from [101, Theorem 1]) Let \( A \) generate an exponentially stable analytic semigroup on a Hilbert space \( X \), which is similar to a contraction semigroup. Assume further that \( \dim(U) < \infty \).

Then any \( B \in L(U, X_{-1}) \) is an \( \infty \)-admissible operator, and the corresponding map \( \phi \) is continuous in the norm of \( X \) for any \( u \in U := L_\infty(\mathbb{R}_+, U) \). In particular, \( \Sigma := (X, U, \phi) \) is a control system in the sense of Definition 1.3.

**Remark 3.14.** Lemma 3.9 and Hölder’s inequality show that \( q \)-admissibility of \( B \in L(U, X_{-1}) \) implies \( p \)-admissibility of \( B \) for any \( p > q \). At the same time, in general, \( q \)-admissibility of \( B \) does not imply \( p \)-admissibility for any \( p < q \). In particular, in [98, Example 5.2] an example of an \( \infty \)-admissible operator is given, which is not \( p \)-admissible for any \( p < \infty \). Thus, admissibility gives us a measure for how bad-behaved an unbounded input operator may be, and \( \infty \)-admissible operators are the “worst” type of operators, which still allows for well-posedness of a linear control system (3.1) and at the same time give the possibility to obtain ISS with respect to supremum norm of the inputs, which is the most classical type of ISS estimates. Bounded operators are always \( 1 \)-admissible, and if \( X \) is reflexive, then \( 1 \)-admissibility of \( B \) is equivalent to the fact that \( B \in L(U, X) \), see [234, Theorem 4.8].

**Definition 3.15.** A \( q \)-admissible operator \( B \) is called infinite-time \( q \)-admissible operator, if the constant \( h := h_t \) in Lemma 3.9 does not depend on \( t \).

**Remark 3.16.** If the semigroup \( T \) is exponentially stable, i.e. if (3.1) is 0-UGAS, then \( B \) is infinite-time \( q \)-admissible if and only if \( B \) is \( q \)-admissible, see [98, Lemma 2.9] or [80, Lemma 1.1] (in a dual form).

Let us proceed to the ISS analysis. For linear systems it is natural to consider the following strengthening of the input-to-state stability:

**Definition 3.17.** System \( \Sigma = (X, U, \phi) \) is called exponentially input-to-state stable (eISS) with a linear gain, if there exist \( M, \lambda, G > 0 \) such that

\[
(3.11) \quad x \in X \land u \in U \land t \geq 0 \quad \Rightarrow \quad \|\phi(t, x, u)\|_X \leq Me^{-\lambda t}\|x\|_X + G\|u\|_U.
\]

Now we can characterize ISS of (3.1), see, e.g., [98, Proposition 2.10]:

**Theorem 3.18.** Let \( X \) and \( U \) be Banach spaces and let \( U := L_p(\mathbb{R}_+, U) \) for some \( p \in [1, +\infty] \). If \( p = +\infty \), assume further that \( \phi \) is continuous w.r.t. time in the norm of \( X \). The following properties are equivalent for a system (3.1) with above \( X \) and \( U \):

(i) (3.1) is ISS
(ii) (3.1) is eISS with a linear gain
(iii) (3.1) is 0-UGAS \( \land \) \( B \) is infinite-time \( p \)-admissible
(iv) (3.1) is 0-UGAS \( \land \) \( B \) is \( p \)-admissible

**Proof.** (ii) \( \Rightarrow \) (i) \( \Rightarrow \) (iv). Evident.

(iv) \( \Rightarrow \) (iii). Follows from Remark 3.16.

(iii) \( \Rightarrow \) (ii). Follows from Proposition 3.9 with \( h \equiv \text{const} \) and exponential stability of a semigroup \( T \).

Similarly in spirit to Theorem 3.5, Theorem 3.18 reduces the ISS analysis of linear systems to the stability analysis of the semigroup and to admissibility analysis of the
input operator, which are classical functional-analytic problems with many powerful tools for its solution, see [99, 229].

3.3. Integral ISS of linear systems with unbounded input operators.
The ISS estimate is defined in terms of the norms in $X$ and $U$ which is one of the reasons for the rather elegant characterization of ISS in terms of the exponential stability of a semigroup and admissibility of the input operator. In contrast to this, integral ISS is defined in terms of the integration of an input function with a nonlinear scaling, see (2.17), which does not necessarily produce a norm. This makes the characterization of iISS more involved.

Recall that for linear systems with bounded input operators ISS and iISS are equivalent notions in view of Theorem 3.5. This remains true for linear systems with unbounded operators, if $U$ is an $L^p$ space with $p < \infty$.

Proposition 3.19. Let $X$ and $U$ be Banach spaces and let $U := L_p(\mathbb{R}_+, U)$ for some $p \in [1, +\infty)$. The system (3.1) is ISS $\iff$ (3.1) is iISS.

Proof. For $U := L_p(\mathbb{R}_+, U)$ with $p \in [1, +\infty)$ the ISS estimate (1.6) is automatically an iISS estimate with $\theta(r) = \gamma(r^{1/p})$ and $\mu(r) = r^p$, $r \geq 0$. The converse implication can be shown as in Proposition 3.20. \hfill \Box

The case $p = \infty$ needs special care. First of all, integral ISS implies ISS:

Proposition 3.20. [98, Proposition 2.10] Let $X$ and $U$ be Banach spaces and let $U := L_\infty(\mathbb{R}_+, U)$. If (3.1) is iISS, then $T$ is an exponentially stable semigroup and $B$ is an infinite-time $\infty$-admissible operator. If additionally $\phi$ is continuous w.r.t. time in the norm of $X$, then (3.1) is ISS.

Proof. Integral ISS estimate for $u := 0$ implies exponential stability of the semigroup $T$. Furthermore, integral ISS implies well-posedness of the system (3.1) for $U := L_\infty(\mathbb{R}_+, U)$, which is equivalent to $\infty$-admissibility of $B$. According to Remark 3.16, $B$ is infinite-time $\infty$-admissible. As $\phi$ is continuous w.r.t. time in the norm of $X$, Theorem 3.18 shows ISS of (3.1). \hfill \Box

Remark 3.21. In this survey, continuity of (mild) solutions is a part of the definition of the system, which is in accordance with the well-posedness concepts for linear infinite-dimensional control systems in [234, Definition 2.1], [102, p. 171]. However, in the terminology of [98, 101] the continuity of solutions is not a part of the definition of ISS. Hence, in the terminology of [98, 101], ISS of (3.1) w.r.t. $U := L_\infty(\mathbb{R}_+, U)$ is equivalent to the properties that $T$ is an exponentially stable semigroup and $B$ is infinite-time $\infty$-admissible operator, and Proposition 3.20 (now without an assumption of the continuity of $\phi$) reads as follows:

iISS of (3.1) w.r.t. $L_\infty(\mathbb{R}_+, U) \implies$ ISS of (3.1) w.r.t. $L_\infty(\mathbb{R}_+, U)$. \hfill \Box

Open Problem 3.22. In view of Proposition 3.20 we know that for $U := L_\infty(\mathbb{R}_+, U)$, integral ISS implies ISS. At the same time, the question whether ISS w.r.t. $L_\infty(\mathbb{R}_+, U)$ implies iISS w.r.t. $L_\infty(\mathbb{R}_+, U)$ is a challenging open problem.

It is interesting, that this problem comes against the “finite-dimensional” intuition, as for nonlinear ODE systems with $U := L_\infty(\mathbb{R}_+, \mathbb{R}^m)$ it is known that under sufficient regularity assumptions on the right-hand side $f(\cdot)$ ISS implies integral ISS, although the converse is not true for nonlinear systems, by Example 2.39.

By definition of a coercive ISS Lyapunov function for general infinite-dimensional systems, it follows that any such function is automatically a coercive iISS Lyapunov function, and thus a system possessing an ISS Lyapunov function is both ISS and
ISS of infinite-dimensional systems

<table>
<thead>
<tr>
<th></th>
<th>Eq. (3.1), B bounded</th>
<th>Eq. (3.1), B unbounded</th>
<th>Eq. (2.13), f nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>dim $X &lt; \infty$</td>
<td>ISS $\iff$ iISS</td>
<td>ISS $\implies$ iISS</td>
<td>not known</td>
</tr>
<tr>
<td>dim $X = \infty$</td>
<td>ISS $\iff$ iISS</td>
<td>ISS $\subseteq$ iISS</td>
<td>not known</td>
</tr>
</tbody>
</table>

Table 1: (Taken from [98]). Relations between ISS and iISS with respect to $L^\infty$ and under assumption that $\phi$ is continuous in $X$-norm, in various settings.

$iISS$. Hence if there are ISS control systems which are not iISS (i.e. if the answer on the above problem is negative), then these systems do not possess a coercive ISS Lyapunov function.

A partial positive answer for Open Problem 3.22 was obtained in [101] for parabolic systems on Hilbert spaces employing holomorphic functional calculus.

**Proposition 3.23.** [101, Theorem 2] Assume that $A$ generates an exponentially stable, analytic semigroup on a Hilbert space $X$ which is similar to a contraction semigroup. Let $U$ be so that $\dim(U) < \infty$, $U := L_\infty(\mathbb{R}_+, U)$.

The following statements are equivalent:

(i) $B \in L(U, X_{-1})$,

(ii) (3.1) is ISS w.r.t. $U$,

(iii) (3.1) is iISS w.r.t. $U$.

**Proof.** (iii) $\Rightarrow$ (ii). Integral ISS of (3.1) w.r.t. $U$ implies that $B$ is an $\infty$-admissible operator, and in particular, $B \in L(U, X_{-1})$. By Theorem 3.13 the triple $\Sigma := (X, U, \phi)$ is a control system, in particular, $\phi$ is continuous w.r.t. time in $X$-norm. Now Proposition 3.20 shows ISS of (3.1) w.r.t. $U$.

(ii) $\Rightarrow$ (i). Clear.

(i) $\Rightarrow$ (iii). See [101, Theorem 2].

Graphical representation of the relationship between ISS and iISS of linear systems is depicted at Table 1.

**Remark 3.24.** A notable result [98, Theorem 3.1] shows that $L_\infty$-iISS of (3.1) is equivalent to existence of an Orlicz space $W$ so that (3.1) is ISS with $U := W$. Due to the space limitations we omit the precise formulation of this result.

### 3.4. Lyapunov functions for linear systems.

In this section, we investigate the applicability of Lyapunov methods to the analysis of linear systems with unbounded input operators. We start with good news:

**Proposition 3.25.** Assume that $X, U$ are Banach spaces, $q \in [1, +\infty]$ and $B$ is a $q$-admissible operator. If $q = +\infty$, assume additionally that the mild solution $\phi$ of (3.1) is continuous w.r.t. time in the norm of $X$. Then existence of a non-coercive ISS Lyapunov function for (3.1) implies ISS of (3.1).

**Proof.** Under assumptions of this proposition, (3.1) is a well-defined control system, see Propositions 3.10, 3.11. Furthermore, it trivially satisfies CEP and BRS properties (see Definitions 2.1 and 2.2 and Remark 3.12). The claim follows by Theorem 2.19.
Proposition 3.25 enables us to use non-coercive ISS Lyapunov functions as in item (v) of Theorem 3.5. However, we have “to compensate” the influence of unbounded input operators, which poses further requirements on Lyapunov functions. Next, we state a recent result of this type:

In what follows we denote the Hilbert space adjoint of an operator \( A : X \to X \) by \( A^* \). The following result is due to [97]:

**Theorem 3.26.** Let \((A,D(A))\) be the generator of a strongly continuous semigroup \((T(t))_{t \geq 0}\) on a complex Hilbert space \( X \).

Assume that there is an operator \( P \in L(X) \) satisfying the following conditions:

(i) \( P \) satisfies
\[ \Re \langle Px,x \rangle_X > 0, \quad x \in X \setminus \{0\}. \] (3.12)

(ii) \( \text{Im}(P) \subset D(A^*) \).

(iii) \( PA \) has an extension to a bounded operator on \( X \), that is, \( PA \in L(X) \).

(iv) \( P \) satisfies the Lyapunov inequality
\[ \Re \langle (PA + A^*P)x,x \rangle_X \leq -\langle x,x \rangle_X, \quad x \in D(A). \] (3.13)

Then
\[ V(x) := \Re \langle Px,x \rangle_X \]

is a non-coercive ISS Lyapunov function for (3.1) with any \( \infty \)-admissible input operator \( B \in L(U,X_{-1}) \). In particular, (3.1) is ISS for such \( B \).

**Remark 3.27.** We have to take the real parts of the expressions in (3.14) and (3.13), as we deal with complex Hilbert spaces and we do not assume that \( P \) is a positive operator on \( X \).

Note that properties (i) and (ii) in Theorem 3.26 taken together are equivalent to exponential stability of the semigroup \( T \). To see how Theorem 3.26 can be applied, we state

**Corollary 3.28.** Let \( X \) be a complex Hilbert space and let \((A,D(A))\) be a negative definite self-adjoint operator on \( X \), that is \( \langle Ax,x \rangle < 0 \) for all \( x \in D(A) \setminus \{0\} \) and \( D(A) = D(A^*) \) with \( Ax = A^*x \) for all \( x \in D(A) \). Then \( V(x) := -\langle A^{-1}x,x \rangle_X \) is a non-coercive ISS Lyapunov function for (3.1) with any \( \infty \)-admissible operator \( B \).

**Proof.** Take \( P := -A^{-1} \). Since \( A = A^* \), for all \( x \in X \) we have \( \langle A^{-1}x,x \rangle \in \mathbb{R} \), as
\[ \langle A^{-1}x,x \rangle = \langle A^{-1}x,A^*A^{-1}x \rangle = \langle AA^{-1}x,A^{-1}x \rangle = \langle x,A^{-1}x \rangle. \]

For any \( x \in X \setminus \{0\} \) there is \( y \in D(A) \setminus \{0\} \) so that \( Ax = y \) and thus
\[ \Re \langle Px,x \rangle = -\langle A^{-1}x,x \rangle = -\langle y,Ay \rangle = -\langle Ay,y \rangle > 0. \]

This shows condition (i) in Theorem 3.26. As \( \text{Im}(P) = D(A) = D(A^*) \), condition (ii) holds as well. Conditions (iii) and (iv) are trivially satisfied. Theorem 3.26 shows the claim.

**Remark 3.29.** Assumptions of Corollary 3.28 imply that \( A \) generates an analytic exponentially stable semigroup. In particular, Corollary 3.28 can be applied to construct a non-coercive ISS Lyapunov function for a heat equation with Dirichlet boundary input, see [96, Example 5.1].
Corollary 3.28 motivates that the choice \( P := -A^{-1} \) can be useful in more general situations. The next result shows that this is indeed the case.

**Proposition 3.30.** [96, Proposition 4.1] Let \((A, D(A))\) be the generator of an exponentially stable strongly continuous semigroup \((T(t))_{t \geq 0}\) on a (complex) Hilbert space \(X\). Further, assume that \(D(A) \subseteq D(A^*)\) and the inequality

\[
\text{Re} \langle A^* A^{-1} x, x \rangle_X + \delta \|x\|_X^2 \geq 0
\]

holds for some \( \delta < 1 \) and every \( x \in X \), and \( \text{Re} \langle Ax, x \rangle_X < 0 \) for every \( x \in D(A) \setminus \{0\} \).

Then

\[
V(x) := -\text{Re} \langle A^{-1} x, x \rangle_X
\]

is a non-coercive ISS Lyapunov function for any \( \infty \)-admissible operator \( B \in L(U, X_{-1}) \).

**Open Problem 3.31.** In spite of several positive results described in this section, our present knowledge of Lyapunov methods for linear systems with unbounded operators is insufficient, and many questions are open. The very first question is whether ISS of (3.1) implies the existence of a (coercive or non-coercive) ISS Lyapunov function. It is known that for linear hyperbolic systems of conservation laws it is possible to construct a coercive ISS Lyapunov function [218], and at the time it is unknown, whether coercive ISS Lyapunov functions exist for a heat equation on a domain with Dirichlet boundary conditions, or, more generally, for systems governed by analytic semigroups generated by operators with an unbounded spectrum.

Also, it is not known whether there are linear ISS control systems for which there is no coercive ISS Lyapunov function, but non-coercive ISS Lyapunov functions do exist. As ISS can be characterized as the exponential stability of a semigroup combined with the admissibility of the input operator, a Lyapunov characterization of the admissibility could probably be helpful. Such a characterization exists for the case of 2-admissibility, see [86, Theorem 3.1].

**3.5. Diagonal systems.** We have already characterized ISS for infinite-dimensional linear systems in terms of exponential stability of a semigroup and admissibility of the corresponding input operator. Now we turn our attention to parabolic diagonal systems, which is a well-studied (see, e.g., [229, Sections 2.6, 5.3]) class of linear systems for which efficient criteria of admissibility are available.

For \( q < \infty \) denote by \( \ell_q \) the Banach space of sequences \( \{a_k\}_{k \in \mathbb{N}}, a_k \in \mathbb{C} \) so that \( \sum_{k=1}^{\infty} |a_k|^q < \infty \).

**Definition 3.32.** Let \( X \) be a separable Hilbert space. We say that a sequence of vectors \( \{\phi_k\}_{k \in \mathbb{N}} \) is a \( q \)-Riesz basis of \( X \) if \( \{\phi_k\}_{k \in \mathbb{N}} \) is a Schauder basis of \( X \) and for certain constants \( c_1, c_2 > 0 \) and all sequences \( \{a_k\}_{k \in \mathbb{N}} \in \ell_q \) we have

\[
c_1 \sum_{k=1}^{\infty} |a_k|^q \leq \left\| \sum_{k=1}^{\infty} a_k \phi_k \right\|_X^q \leq c_2 \sum_{k=1}^{\infty} |a_k|^q.
\]

Assume that \( U = \mathbb{C} \) and \( 1 \leq q < \infty \). Further, let \( X \) be a separable Hilbert space and let \( A \) possess a \( q \)-Riesz basis of eigenvectors \( \{\phi_k\}_{k \in \mathbb{N}} \) with eigenvalues \( \{\lambda_k\}_{k \in \mathbb{N}} \).

We further assume that the sequence \( \{\lambda_k\}_{k \in \mathbb{N}} \) lies in \( \mathbb{C} \) with \( \sup_{k \in \mathbb{N}} \text{Re}(\lambda_k) < 0 \) and that there exists a constant \( R > 0 \) such that \( |\text{Im} \lambda_k| \leq R |\text{Re} \lambda_k|, \ k \in \mathbb{N} \).

Hence the linear operator \( A: D(A) \subset X \to X \), defined by

\[
A\phi_k = \lambda_k \phi_k, \quad k \in \mathbb{N}, \quad D(A) = \left\{ \sum_{k=1}^{\infty} x_k \phi_k : \{x_k\}_{k \in \mathbb{N}} \in \ell_q \wedge \sum_{k=1}^{\infty} |x_k \lambda_k|^q < \infty \right\},
\]
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generates an analytic strongly continuous semigroup \((T(t))_{t \geq 0}\) on \(X\) (see [89, Theorem 1.3.4] and note that \(-A\) is a sectorial operator). This semigroup is given by \(T(t)\phi_k = e^{t\lambda_k}\phi_k\), for all \(t \geq 0\) and \(k \in \mathbb{N}\).

In [98, Theorem 4.1] the following result has been shown:

**Proposition 3.33.** Let \(\dim(U) < \infty\) and \(U = L_\infty(\mathbb{R}_+, U)\). Assume that the operator \(A\) possesses a \(q\)-Riesz basis of \(X\) that consists of eigenvectors \(\{\phi_k\}_{k \in \mathbb{N}}\) with eigenvalues \(\{\lambda_k\}_{k \in \mathbb{N}}\) lying in a sector in the open left half-plane \(\mathbb{C}_-\) with \(\sup_{k \in \mathbb{N}} \text{Re}(\lambda_k) < 0\) and \(B \in L(\mathbb{C}, X_{-1})\).

Then the system (3.1) is an \(L_\infty\)-iISS and \(L_\infty\)-ISS control system in the sense of Definition 1.3.

**Proof.** Assume first that \(U = \mathbb{C}\). By [98, Theorem 4.1] it follows that \(B\) is an \(\infty\)-admissible operator, and the mild solution \(\phi\) of (3.1) satisfies the ISS and iISS estimates. The latter fact implies that \(B\) is a so-called zero-class \(\infty\)-admissible operator, i.e. in (3.9) it holds that \(h_t \to 0\) as \(t \to 0\). Finally, [98, Proposition 2.5] shows that \(\phi\) is continuous. This shows for \(U = \mathbb{C}\) the triple \(\Sigma := (X, U, \phi)\) is a control system in the sense of Definition 1.3 and furthermore \(\Sigma\) is ISS.

The case of general finite-dimensional \(U\) can be reduced to the one-dimensional case [101, Proposition 4].

Proposition 3.33 gives one more (in addition to Proposition 3.23) class of systems for which \(L_\infty\)-iISS and \(L_\infty\)-ISS are equivalent concepts.

A simple criterion guaranteeing that \(B\) belongs to \(L(\mathbb{C}, X_{-1})\) can be found in [98, p. 882]. In particular, Proposition 3.33 shows ISS of a one-dimensional heat equation with a Dirichlet boundary condition, see [98].

**3.6. Bilinear systems.** One of the simplest classes of nonlinear control systems are bilinear systems which form a bridge between the linear and the nonlinear theories and are important in a number of applications as biochemical reactions, quantum-mechanical processes [184, 27], reaction-diffusion-convection processes controlled by means of catalysts [127], etc.

It is easy to see that most of bilinear systems are not ISS (consider Example 2.39), but at the same time, it was shown that all bilinear finite-dimensional 0-UGAS systems are iISS [209], and even strongly iISS [32, Corollary 2]. These results have been extended in [169, 172] for generalized bilinear distributed parameter systems with the bounded bilinear term. Here we present these results, and put them into the perspective of the strong iISS property.

Consider a special case of systems (2.13) of the form

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + C(x(t), u(t)), \\
x(0) &= x_0,
\end{align*}
\]

where \(B \in L(U, X)\), and \(C : X \times U \to X\) satisfies the Assumption 2 and furthermore

\[
\exists \xi \in \mathcal{K} : \quad x \in X, \ u \in U \quad \Rightarrow \quad \|C(x, u)\|_X \leq \|x\|_X \xi(\|u\|_U).
\]

As for systems (2.13), we assume that inputs belong to the space \(\mathcal{U} := PC_b(\mathbb{R}_+, U)\).

Next we present a criterion for strong integral input-to-state stability of (3.17).

**Proposition 3.34** ([169, Theorem 4.2], [172, Proposition 5]). Let (3.17) satisfy the assumption (3.18). The following statements are equivalent:
(i) (3.17) is strongly iISS,
(ii) (3.17) is iISS,
(iii) (3.17) is 0-UGAS,
(iv) A generates an exponentially stable semigroup,
(v) A function \( W : X \to \mathbb{R}_+ \), defined by

\[
W(x) = \ln \left( 1 + \int_0^\infty \| T(t)x \|^2 \, dt \right), \quad x \in X
\]

is a non-coercive iISS Lyapunov function for (3.17).

**Proof.** Equivalences (ii) \(\Leftrightarrow\) (iii) \(\Leftrightarrow\) (iv) \(\Leftrightarrow\) (v) are covered by [169, Theorem 4.2], [172, Proposition 5]. By definition, (i) implies (ii).

(ii) \(\Rightarrow\) (i). To show strong iISS of (3.17) it remains to show that (3.17) is ISS w.r.t. small inputs. We show this by verifying that

\[
V^\gamma(x) := \max_{r \geq 0} \| e^{\gamma r} T(r)x \|_X, \quad x \in X
\]

is a coercive ISS Lyapunov function for (3.17) subject to the input space \( \overline{B}_{R,U} = \{ u \in U : \| u \|_U \leq R \} \) for \( R > 0 \) small enough. As in Theorem 3.5 (see (3.5)), we assume here that \( \gamma \in (0, \lambda) \), where \( \lambda > 0 \) is so that \( \| T(t) \| \leq M e^{-\lambda t} \) for a certain \( M > 0 \) and all \( t \geq 0 \) (recall, that \( T \) is an exponentially stable semigroup).

First note, that \( V^\gamma(x) \geq \| x \|_X \) for any \( x \in X \) and that \( V^\gamma \) is globally Lipschitz continuous (see [175, Proposition 7] for details). To obtain an infinitesimal estimate, we compute, using the triangle inequality (\( V^\gamma \) is a norm):

\[
\begin{align*}
\dot{V}^\gamma_u(x) &= \lim_{h \to +0} \frac{1}{h} \left( V^\gamma(\phi(h, x, u)) - V^\gamma(x) \right) \\
&= \lim_{h \to +0} \frac{1}{h} \left( V^\gamma(T(h)x) + \int_0^h T(h-s)Bu(s)ds \right. \\
&\quad \quad \quad \quad \left. + \int_0^h T(h-s)C(\phi(s, x, u), u(s))ds \right) - V^\gamma(x) \\
&\leq \lim_{h \to +0} \frac{1}{h} \left( V^\gamma(T(h)x) + V^\gamma \left( \int_0^h T(h-s)Bu(s)ds \right) \right. \\
&\quad \quad \quad \quad \left. + V^\gamma \left( \int_0^h T(h-s)C(\phi(s, x, u), u(s))ds \right) \right) - V^\gamma(x).
\end{align*}
\]

Now let \( u \in U \) be so that \( \| u \|_U \leq R \) for a certain \( R > 0 \) which will be specified later. It holds that:

\[
\begin{align*}
\lim_{h \to +0} \frac{1}{h} V^\gamma \left( \int_0^h T(h-s)C(\phi(s, x, u), u(s))ds \right) \\
&\leq \lim_{h \to +0} \frac{1}{h} \max_{r \geq 0} e^{\gamma r} \| T(r) \| \int_0^h \| T(h-s) \| \| C(\phi(s, x, u), u(s)) \|_X ds \\
&\leq \lim_{h \to +0} \frac{1}{h} \max_{r \geq 0} M e^{(\gamma - \lambda)r} \int_0^h Me^{-\lambda(h-s)} \| \phi(s, x, u) \|_X \| \xi(\| u(s) \|_U) \| ds \\
&\leq \lim_{h \to +0} \frac{1}{h} M^2 \int_0^h \| \phi(s, x, u) \|_X \| \xi(\| u(s) \|_U) \| ds \\
&= M^2 \| \phi(0, x, u) \|_X \| \xi(\| u(0) \|_U) \| \leq M^2 \xi(R) \| x \|_X \leq M^2 \xi(R)V^\gamma(x).
\end{align*}
\]
Here we have used the continuity of $\phi$ with respect to time as well as piecewise continuity of $u$.

With this estimate and arguing as in [175, Proposition 7], we obtain that

$$
\dot{V}_\gamma(x) \leq -\gamma V_\gamma(x) + V_\gamma(Bu(0)) + M^2 \xi(R)V_\gamma(x).
$$

Choosing $R > 0$ so that $M^2 \xi(R) < \gamma$, we see that $V_\gamma$ is an ISS Lyapunov function for (3.17) for inputs in $B_{RH}$, and thus (3.17) is ISS for inputs in $B_{RH}$ by Theorem 2.18.

Remark 3.35. Note that right now there are no results proving that existence of a non-coercive iISS Lyapunov function (possibly under several further restrictions) implies iISS of a control system. The implication (v) $\Rightarrow$ (iv) has been shown by means of a standard Datko Lemma [102, Lemma 8.1.2], [47, Lemma 5.1.2].

Remark 3.36. Bilinear systems with admissible control operators have been studied in [100] and the results have been applied to controlled Fokker-Planck equation. Nevertheless, iISS theory of bilinear systems remains much less developed than the ISS theory of linear systems with admissible input operators.

4. Boundary control systems. For many natural and engineering systems the interaction of a system with its environment (by controls, inputs, and outputs) occurs at the boundary of the system. Examples for such behavior are given by diffusion equations [24], vibration of structures [47], transport phenomena, etc., with broad applications in robotics [67], aerospace engineering [22, 183], and additive manufacturing [63, 88]. Wide classes of port-Hamiltonian systems can be formulated as boundary control systems as well, see [102, 231].

The development of the theory of general boundary control systems has been initiated in the pioneering work [74], and was brought further forward by [199]. In the literature there are several ways how to define a boundary control system, see, e.g., [74, 47, 102, 199, 229] and [66]. The differences between various methods are discussed in [138]. We follow here the strategy due to [102], with some motivation from [66].

4.1. Boundary control systems as systems with admissible operators. Let $X$ and $U$ be Banach spaces. Consider a system

\begin{align*}
\dot{x}(t) &= \hat{A}x(t), \quad x(0) = x_0, \\
\hat{G}x(t) &= u(t),
\end{align*}

where the formal system operator $\hat{A} : D(\hat{A}) \subset X \to X$ is a linear operator, the control function $u$ takes values in $U$, and the boundary operator $\hat{G} : D(\hat{G}) \subset X \to U$ is linear and satisfies $D(\hat{A}) \subset D(\hat{G})$.

Equations (4.1) look rather differently than the classic linear infinite-dimensional systems, studied previously:

$$
\dot{x}(t) = Ax(t) + Bu(t), \quad x(0) = x_0.
$$

where $A$ is the generator of a strongly continuous semigroup, and $B$ is either bounded or admissible input operator.

In order to use for the system (4.1) the theory which we developed for linear systems (4.2), we would like to transform (4.1) into the form (4.2). This can be done only under some additional assumptions.
**Definition 4.1.** The system (4.1) is called a boundary control system (BCS) if the following conditions hold:

(i) The operator \( A : D(A) \to X \) with \( D(A) = D(\hat{A}) \cap \text{Ker} (\hat{G}) \) and

\[
Ax = \hat{A}x \quad \text{for} \quad x \in D(A)
\]

is the infinitesimal generator of a \( C_0 \)-semigroup \((T(t))_{t \geq 0} \) on \( X \);

(ii) There is an operator \( G \in \mathcal{L}(U, X) \) such that for all \( u \in U \) we have \( Gu \in D(\hat{A}) \), \( \hat{A}G \in \mathcal{L}(U, X) \) and

\[
\hat{G}Gu = u, \quad u \in U.
\]

The operator \( G \) in this definition is sometimes called a lifting operator (note that \( G \) is not uniquely defined by the properties in the item (ii)).

Item (i) of the definition shows that for \( u \equiv 0 \) the equations (4.1) are well-posed. In particular, as \( A \) is the generator of a certain strongly continuous semigroup \( T(\cdot) \), for any \( x \in D(A) \) it holds that \( T(t)x \in D(A) \) and thus \( T(t)x \in \text{Ker} (\hat{G}) \) for all \( t \geq 0 \), which means that (4.1b) is satisfied.

Item (ii) of the definition implies in particular that the range of the operator \( \hat{G} \) equals \( U \), and thus the values of inputs are not restricted.

**Definition 4.2.** Consider a BCS (4.1). A function \( x : [0, \tau] \to X \) is called a classical solution of (4.1) on \([0, \tau] \) if \( x \) is continuously differentiable, \( x(t) \in D(A) \) for all \( t \in [0, \tau] \), and \( x(t) \) satisfies (4.1) for all \( t \in [0, \tau] \).

The function \( x : [0, \infty) \to X \) is called a classical solution of (4.1) on \([0, \infty) \) if \( x \) is a classical solution on \([0, \tau] \) for every \( \tau > 0 \).

The following lemma due to E. Hille will be useful, see [92, Theorem 3.7.12].

**Lemma 4.3.** Let \( X \) be a Banach space and let \( A : D(A) \subset X \to X \) be a closed linear operator. Let \( f : [0, \tau] \to X \) be Bochner integrable so that \( \text{Im} f \subset D(A) \) and \( Af \) is again Bochner integrable. Then

\[
A \int_0^t f(s)ds = \int_0^t Af(s)ds.
\]

The next theorem gives a representation for the (unique) solution of (4.1) for smooth enough inputs.

**Theorem 4.4.** Consider the boundary control system (4.1). For all \( u \in C^2([0, \tau], U) \), all \( x_0 \in X \) : \( x_0 - Gu(0) \in D(A) \) and all \( \tau \geq 0 \) the classical solution \( \phi(\cdot, x_0, u) \) of (4.1) on \([0, \tau] \) exists, is unique and can be represented as

\[
\phi(t, x_0, u) = T(t)(x_0 - Gu(0)) + \int_0^t T(t-r)(\hat{A}Gu(r) - Gu(r))dr + Gu(t)
\]

\[
= T(t)x_0 + \int_0^t T(t-r)\hat{A}Gu(r)dr - A \int_0^t T(t-r)Gu(r)dr
\]

\[
= T(t)x_0 + \int_0^t T_{-1}(t-r)(\hat{A}G - A_{-1}G)u(r)dr,
\]

where \( A_{-1} \) and \( T_{-1} \) are the extensions of the infinitesimal generator \( A \) and of the semigroup \( T \) to the extrapolation space \( X_{-1} \). Furthermore, \( A_{-1}G \in L(U, X_{-1}) \) (and thus \( AG - A_{-1}G \in L(U, X_{-1}) \)).
Proof. For (4.6a) see [102, Theorem 11.1.2]. For (4.6b) see [102, Lemma 13.1.5]. These results are stated in [102] for Hilbert spaces, but the argumentation is valid for Banach spaces as well.

The representation formula (4.6c) should be well-known for the specialists in the semigroup theory, but the authors could not find a reference in the literature and decided to include the argument to this paper.

Let \( A_{-1} \) be the extension of \( A \) to the extrapolation space \( X_{-1} \), and let \( T_{-1} \) be the extrapolated semigroup, generated by \( A_{-1} \). Note that \( G \in L(U,X) \), and \( D(A_{-1}) = X \). Thus, the operator \( A_{-1}G \) is well-defined as a linear operator from Banach space \( U \) to Banach space \( X_{-1} \) with \( D(A_{-1}G) = U \). As \( A_{-1} \) is the generator of a strongly continuous semigroup, it is closed. Thus, by [93, Proposition A.9] the graph theorem (see, e.g., [47, Theorem A.3.49]) \( A_{-1}G \in L(U,X_{-1}) \).

The map \( r \mapsto T(t-r)Gu(r) \) is Bochner integrable in the space \( X \) and thus also in \( X_{-1} \) (even for any \( u \in L_{1,loc}([0,\tau],U) \), see [7, Proposition 1.3.4]). Furthermore, \( T(t-r)Gu(r) \in X = D(A_{-1}) \).

Recall that \( A_{-1}T_{-1}(s) = T_{-1}(s)A_{-1} \) for all \( s \in \mathbb{R}_+ \) on \( D(A_{-1}) \), see, e.g., [102, Theorem 5.2.2]. Consider the map

\[
\begin{align*}
 w : r \mapsto A_{-1}T_{-1}(t-r)Gu(r) = T_{-1}(t-r)A_{-1}Gu(r).
\end{align*}
\]

Since \( A_{-1}G \in L(U,X_{-1}) \) and \( T_{-1} \) is a strongly continuous semigroup on \( X_{-1} \), the function \( w \) is Bochner integrable on \( X_{-1} \), by [7, Proposition 1.3.4]. Hence Lemma 4.3 can be applied to obtain for all \( u \in C^2([0,\tau],U) \) that

\[
A \int_0^t T(t-r)Gu(r)dr = A_{-1} \int_0^t T_{-1}(t-r)Gu(r)dr = \int_0^t A_{-1}T_{-1}(t-r)Gu(r)dr = \int_0^t T_{-1}(t-r)A_{-1}Gu(r)dr.
\]

From this the formula (4.6c) follows. \( \square \)

An advantage of the representation formula (4.6a) is in the boundedness of the operators \( G \) and \( AG \), involved in the expression, but the disadvantage is that the derivative of \( u \) is employed. Still, the expression in the right-hand side of (4.6a) makes sense for any \( x \in X \) and for any \( u \in H^1((0,\tau],U) \), and can be called a mild solution of BCS (4.1), as is done, e.g., in [102, p. 146].

The formula (4.6c) does not involve any derivatives of inputs, and again is given in terms of a bounded operator \( \hat{A}G - A_{-1}G \in L(U,X_{-1}) \). Moreover, if we consider the expression in the right-hand side of (4.6c) in the extrapolation spaces \( X_{-1} \), then it makes sense for all \( x \in X \) and all \( u \in L_{1,loc}(\mathbb{R}_+,U) \), and defines a mild solution (in the space \( X_{-1} \) of the equation

\[
(4.7) \quad \dot{x} = A_{-1}x + (\hat{A}G - A_{-1}G)u.
\]

Remark 4.5. As we have shown, any BCS (4.1) over a Banach space \( X \) can be reformulated as a linear system with a bounded input operator in \( X_{-1} \).

As we know from Theorem 4.4, for all \( u \in C^2([0,\tau],U) \), all \( x_0 \in X : x_0 - Gu(0) \in D(A) \) and for all \( \tau \geq 0 \) the value of the expression in rhs of (4.6c) belongs to \( X \).

However, to ensure that the integral term in (4.6c) belongs to \( X \) for less regular \( u \), we have to require that the input operator

\[
(4.8) \quad B := \hat{A}G - A_{-1}G
\]
has some sort of admissibility.

**Remark 4.6.** The operator $B$ is uniquely defined by a boundary control system, and does not depend on the choice of the lifting operator $G$, see [203, Proposition 2.8].

**Definition 4.7.** If $B$ defined by (4.8) is $q$-admissible for $A$, then for each $x_0 \in X$ and each $u \in L_q(\mathbb{R}_+, U)$ the function $\phi(\cdot, x_0, u) : \mathbb{R}_+ \to X$, defined by (4.6c) is called the mild solution of BCS (4.1).

**Corollary 4.8.** Consider a boundary control system (4.1) and assume that the corresponding input operator $B$ defined by (4.8) is $q$-admissible for some $q \in [1, +\infty)$. Assume that $A$ generates an exponentially stable semigroup. Then for any $p \in [q, +\infty]$ the system $\Sigma := (X, U, \phi)$ with $U := L_p(\mathbb{R}_+, U)$ is an ISS control system (with respect to the norm in $U$).

**Proof.** As $B$ defined by (4.8) is $q$-admissible for some $q \in [1, +\infty)$, then it is $p$-admissible for any $p \in [q, +\infty]$ and furthermore, the map $\phi$ is continuous w.r.t. time. By Proposition 3.10 the system $\Sigma := (X, U, \phi)$ with $U := L_p([0, \infty), U)$, for all $p \in [q, +\infty]$ is a forward-complete control system in the sense of Definition 1.3, and by Theorem 3.18 the system $\Sigma$ is ISS.

**Remark 4.9.** In this paper we consequently use the notion of mild solutions of boundary control systems. In some papers the concepts of weak solutions and strong solutions are used. For a detailed discussion of the relationship between all these solution concepts we refer to [203, Propositions 2.9, 2.11, Remark 2.10].

**4.2. Spectral-based methods and related techniques.** In [116, 117, 118] the ISS analysis of linear parabolic PDEs with Sturm-Liouville operators over a 1-dimensional spatial domain has been performed using two different methods: (i) the spectral decomposition of the solution, and (ii) the approximation of the solution by means of a finite-difference scheme. This made possible to avoid differentiation of the boundary disturbances, and to obtain ISS of classical solutions w.r.t. $L_\infty$ norm of disturbances, as well as in weighted $L_2$ and $L_1$ norms. An advantage of these methods is that this strategy can be applied also to other types of linear evolution PDEs. At the same time, for multidimensional spatial domains, the computations can become quite complicated.

The method initiated in [116, 117, 118] was further developed in the monograph [120] to provide constructive and effective methods for the ISS analysis and the control design. Many techniques are based on dedicated Lyapunov functions. In the first part of this book semilinear hyperbolic PDEs with a constant transport velocity are studied. Two different methodologies that allow the derivation of ISS estimates for hyperbolic PDEs are presented: the ISS Lyapunov function for the PDE model and an equivalent model written by integral delay equations (IDEs). First ISS Lyapunov functions are derived providing estimates written in terms of the spatial $L_p$-norm of the state (with $p \in (1, \infty)$). Then ISS properties are derived for hyperbolic systems given as IDEs. ISS properties are derived for this class of delay systems and Lyapunov-like functions are provided. In the second part of [120], parabolic PDEs are considered. Such infinite-dimensional systems are first written in terms of the Sturm-Liouville operator and then interconnected with ODEs, globally Lipschitz nonlinearities, and non-local terms. Then some derivations of ISS estimates for both the spatial $L_2$ and $H_1$-norms are proven. Two different methodologies are given: one based on the eigenfunction expansion and the other exploiting ISS Lyapunov functions. Some ISS

...
estimates in the spatial $L_2$-norms are first provided, allowing less regular inputs for ISS than with classical solutions. Both internal and boundary perturbations are tackled in the ISS estimates, assuming a lower bound of the principal eigenvalue of the Sturm-Liouville operator (but without the knowledge of all the set of eigenvalues). As far as the $H_1$-norm is concerned, estimates are proven with different boundary conditions and boundary disturbances, exploiting computations on the eigenvalue series. Then ISS Lyapunov functions are computed providing ISS estimates in $L_2$-norms. The boundary conditions could be of different types, as the Robin type or Dirichlet type with or without any disturbance. Finally, the last part of the book [120] deals with the small-gain analysis and feedback interconnections. Different possible interconnections are possible such as two PDEs (also of different nature, e.g., hyperbolic or parabolic) or one PDE and one ODE.

4.3. Applications to Riesz-spectral systems. In Section 4.1 we have shown that every BCS can be understood as a linear system with an input operator $B \in L(U,X-1)$ given by (4.8), and if this operator is admissible, ISS of BCS can be shown by applying the theory developed in Section 3, see Corollary 4.8.

However, the computation of the input operator $B$ using the formula (4.8) may be awkward in practice. Other methods for the computation of $B$ can be used, see [229, Section 10.1], [66] and [203, Proposition 2.9]. Furthermore, in some situations the admissibility of $B$ and ISS of (4.1) can be obtained without computation of the operator $B$.

As an example we consider a class of Riesz-spectral boundary control systems, studied in [139], [141].

**Definition 4.10.** (see [47, Definition 2.3.1]) Let $X$ be a Hilbert space and $A : D(A) \subset X \rightarrow X$ be a linear, closed operator. For $n \in \mathbb{N}$, let $\lambda_n$ be the eigenvalues of $A$ and $\phi_n \in D(A)$ the corresponding eigenvectors. $A$ is called a Riesz-spectral operator if

1. $\{\phi_n, n \in \mathbb{N}\}$ is a 2-Riesz basis;
2. the closure of $\{\lambda_n, n \in \mathbb{N}\}$ is totally disconnected, i.e. no two points $\lambda, \mu \in \{\lambda_n : n \in \mathbb{N}\}$ can be connected by a segment entirely lying in $\{\lambda_n : n \in \mathbb{N}\}$.

By [47, Theorem 2.3.5], the spectrum $\sigma(A)$ of a Riesz-spectral operator $A$ is given by $\sigma(A) := \{\lambda_n : n \in \mathbb{N}\}$, and the growth bound of a semigroup $T$, generated by $A$ can be computed as

$$\omega_0 := \sup_{i \in \mathbb{N}} \text{Re} \lambda_i < 0,$$

that is, $A$ satisfies the spectrum determined growth assumption.

As an application of Proposition 3.33, we obtain

**Proposition 4.11.** Let $X$ be a separable Hilbert space and consider BCS (4.1). Assume that the operator $A$ is a Riesz-spectral operator, which generates an exponentially stable analytic semigroup. Furthermore, assume that $\dim(U) < \infty$ and $U := L_{\infty}(\mathbb{R}_+, U)$. Then $B$ is an admissible operator and the systems (4.1) and (4.7) are ISS with these $X$ and $U$.

**Proof.** Follows from Proposition 3.33. \qed

We note that in the papers [139], [141] a different method has been employed for the study of ISS of Riesz-spectral BCS, which is a modification of the spectral method from Section 4.2. The essence of a method is a decomposition of $X$ w.r.t. the Riesz basis $\{\phi_k : k \in \mathbb{N}\}$.
4.4. Remark on nonlinear boundary control systems. Well-posedness of linear boundary control systems has been studied for more than 50 years, see [230] for a survey. At the same time, the study of nonlinear systems with boundary controls is a much younger subject. For some recent references, we refer to [230] and [87]. In [203] a semigroup approach has been used to analyze input-to-state stability of a class of analytic boundary control systems with nonlinear dynamics and a linear boundary operator. Stabilization of linear port-Hamiltonian systems by means of nonlinear boundary controllers has been studied in [8]. Recently ISS stabilization of linear port-Hamiltonian systems through nonlinear boundary feedback has been investigated in [202]. See also [193, 215, 171] for recent results on saturated boundary control results. We are unable to cover these results in this survey due to space limitations.

5. Lyapunov methods for ISS analysis of PDE systems. Construction of an ISS Lyapunov function is, as a rule, the most efficient and realistic method to prove ISS of nonlinear systems. However, verification of the dissipation inequality (2.10) even for simple Lyapunov functions requires further tools, as inequalities for functions from \( L_p \) and Sobolev spaces (Friedrichs, Poincare, Agmon, Jensen inequalities, and their relatives, see Appendix 12.1), linear matrix inequalities (LMIs), etc.

When using Lyapunov method and designing Lyapunov functions, quadratic Lyapunov candidates are often introduced to prove ISS properties, see in particular [13, 120] where various PDEs are considered. The main difference between all the Lyapunov function candidates is in the choice of the norm in the stability analysis, obtained from the Lyapunov function candidates (more specifically the choice of the space \( X \) and the norm \( \| \cdot \|_X \) in the Definition 2.11). As an example, compare the \( H^2 \)-norm considered for the quasilinear hyperbolic systems in [43] with the \( W_0^{1,2q} \)-norm considered for a semilinear parabolic equation in [168].

In this section, we discuss several methods for construction of Lyapunov functions for verification of the ISS property as well for the analysis of closely related robust stability concepts. To do that, we first consider parabolic systems with distributed and boundary inputs (in Subsections 5.1, 5.2), and then hyperbolic systems (in Subsections 5.3 and 5.4). In due course, we explain how ISS Lyapunov methods can be used to design robust stabilizing controllers. In Section 6 we discuss the Lyapunov method combined with the small-gain technique.

5.1. ISS Lyapunov methods for parabolic systems. Throughout this section, as motivated and studied in [158], we consider PDEs of the form

\[
\frac{\partial \tilde{x}}{\partial t} (t, z) = \frac{\partial^2 \tilde{x}}{\partial z^2} (t, z) + \Delta(t, z) \frac{\partial \tilde{x}}{\partial z} (t, z) + f(x(t, z)) + u(t, z),
\]

with \( z \in [0, 1] \) and \( x(t, \cdot) \in X := L_2([0, 1], \mathbb{R}^n) \) for all \( t \geq 0 \), where \( \Delta : \mathbb{R}_+ \times [0, 1] \to \mathbb{R} \) is continuous and bounded in norm, where \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a continuously differentiable function, and \( u \) belongs to the space \( \mathcal{U} \) of continuous in space and piecewise-continuous and right-continuous in time functions (\( u \) is typically unknown and represents disturbances).

Under made assumptions the system (5.1) can be represented in a form (2.13) for suitably defined \( A \) and \( f \), and it naturally gives rise to a control system \( \Sigma := (X, \mathcal{U}, \phi) \) as in Definition 1.3, where \( \phi \) is the (mild) solution map of (5.1).

Similarly to Definition 2.11, let us introduce the notions of weak and exponential Lyapunov functions for undisturbed systems, that we will consider in this subsection (see also [149, Def. 3.62]).
Definition 5.1. A continuous function $V : X \to \mathbb{R}_+$ is called a (coercive) weak Lyapunov function for (5.1), if there are functions $\psi_1, \psi_2 \in K_\infty$, such that
\begin{equation}
\psi_1(\|x\|_X) \leq V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in X
\end{equation}
and the Lie derivative of $V$ along the trajectories of (5.1) satisfies
\begin{equation}
\dot{V}_u(x) \leq 0
\end{equation}
for all $x \in X$ and when $u$ is identically equal to zero. The function $V$ is said to be a (coercive) exponential Lyapunov function for (5.1), if, additionally, for $u \equiv 0$, there exists a $\lambda_1 > 0$ such that, for all solutions of (5.1), for all $t \geq 0$,
\begin{equation}
\dot{V}_u(x(t)) \leq -\lambda_1 V(x(t)).
\end{equation}

Remark 5.2. Let us recall that, having a weak Lyapunov function, asymptotic stability of the undisturbed system can be often established via the celebrated Barbashin-Krasovskii-LaSalle invariance principle (see, e.g., [149, Theorem 3.64]). Moreover, when an exponential Lyapunov function is known for (5.1), then (5.1) is 0-UGAS.

5.1.1. Constructions of Lyapunov functions. In this section, we give several constructions of Lyapunov functions for the system
\begin{equation}
\frac{\partial x}{\partial t}(t, z) = \frac{\partial^2 x}{\partial z^2}(t, z) + f(x(t, z)), \quad z \in (0, 1),
\end{equation}
where $x \in X := L_2([0, 1], \mathbb{R}^n)$ and $f$ is a nonlinear function of class $C^1$. Furthermore, we suppose that the boundary conditions satisfy the assumption:

Assumption 3. The boundary conditions are such that, for all $t \geq 0$,
\begin{equation}
\text{either } |x(t, 1)| \left| \frac{\partial x}{\partial z}(t, 1) \right| = |x(t, 0)| \left| \frac{\partial x}{\partial z}(t, 0) \right| = 0,
\text{or } x(t, 1) = x(t, 0) \text{ and } \frac{\partial x}{\partial z}(t, 1) = \frac{\partial x}{\partial z}(t, 0).
\end{equation}

The problem of the proof of the existence of solutions of (5.4) under Assumption 3 is an important issue that has been tackled in the literature depending on the regularity of the function $f$. Consider, e.g., [222, Chap. 15] for local (in time) existence of solution for sufficiently small (with respect to the existence time) and smooth function $f$. The global (in time) existence of solutions holds as soon as $f$ is globally Lipschitz (see [185, Chap. 6] among other references). When $f$ is superlinear, the finite escape time phenomenon may occur (see for instance [18, Chap. 5] or [160]). In this section, we do not consider this issue and the results presented here are valid, as long as there exists a solution.

Weak Lyapunov function for the system (5.4). To prepare the construction of coercive exponential Lyapunov functions of the forthcoming sections, we recall how a weak Lyapunov function can be constructed for the system (5.4) under Assumption 3.

For the construction of a coercive exponential Lyapunov function, the following assumption is useful:

Assumption 4. There is a symmetric positive definite matrix $Q$ such that the function $W_1$ defined by, for all $\xi \in \mathbb{R}^n$,
\begin{equation}
W_1(\xi) := -\frac{\partial V_1}{\partial \xi}(\xi) f(\xi),
\end{equation}
with $V(\xi) = \frac{1}{2} \xi^T Q \xi$, is nonnegative.
Some comments on Assumptions 3 and 4 follow.

**Remark 5.3.**

1. Assumption 4 is equivalent to claiming that $V$ is a weak Lyapunov function for the ordinary differential equation

$$\dot{\xi} = f(\xi)$$

with $\xi \in \mathbb{R}^n$. This implies that (5.7) is globally stable.

2. Assumption 3 is satisfied in particular if the Dirichlet or Neumann conditions or the periodic conditions, i.e. $x(t, 0) = x(t, 1)$ and $\frac{\partial x}{\partial z}(t, 0) = \frac{\partial x}{\partial z}(t, 1)$ for all $t \geq 0$ (see [37]), are satisfied.

3. Since $Q$ is positive definite, there exist two positive real values $q_1$ and $q_2$ such that, for all $\xi \in \mathbb{R}^n$,

$$q_1|\xi|^2 \leq V(\xi) \leq q_2|\xi|^2.$$  

The constants $q_1$ and $q_2$ will be used in the constructions of coercive exponential Lyapunov functions we shall perform later.

The construction we perform below is given in [158]

**Lemma 5.4.** Under Assumptions 3 and 4, the function

$$(5.9) \quad \tilde{V}(x) = \int_0^1 V(x(z))dz$$

is a weak Lyapunov function whose derivative along the trajectories of (5.4) satisfies

$$(5.10) \quad \dot{\tilde{V}}(x) = -\int_0^1 \frac{\partial x^\top}{\partial z}(t, z)Q\frac{\partial x}{\partial z}(t, z)dz - \int_0^1 W_1(x(t, z))dz.$$  

**Coercive exponential Lyapunov function for the system (5.4): first result.** In this paragraph, we show that the function $\tilde{V}$ given in (5.9) is a coercive exponential Lyapunov function for (5.4) when this system is associated with special families of boundary conditions or when $W_1$ is larger than a positive definite quadratic function. In [158], the following result is proven:

**Theorem 5.5.** Assume that the system (5.4) satisfies Assumptions 3 and 4 and that one of the following properties is satisfied:

(i) there exists a constant $\alpha > 0$ such that, for all $\xi \in \mathbb{R}^n$,

$$W_1(\xi) \geq \alpha|\xi|^2,$$

(ii) $x(t, 0) = 0$ for all $t \geq 0$,

(iii) $x(t, 1) = 0$ for all $t \geq 0$.

Then the function $\tilde{V}$ given in (5.9) is a coercive exponential Lyapunov function for the system (5.4).

**Coercive exponential Lyapunov function for the system (5.4): second result.** One can check easily that Assumptions 3 and 4 alone do not ensure that the system (5.4) admits the zero solution as an asymptotically stable solution. \(^2\) Therefore an extra

\(^2\)More precisely, we can construct examples of systems (5.4) which are not asymptotically stable when Assumption 4 is satisfied and Assumption 3 holds with the Neumann boundary conditions. For example the system $\frac{\partial x}{\partial z} = \frac{\partial^2 x}{\partial z^2}$ where $x(t, z) \in \mathbb{R}$ with Neumann boundary conditions at $z = 0$ and $z = 1$ admits all constant functions as solutions and thus it is not asymptotically stable in $L_2$-norm.
assumption must be introduced to guarantee that a coercive exponential Lyapunov function exists. In Section 5.1.1 we have exhibited simple conditions which ensure that \( \tilde{V} \) is a coercive exponential Lyapunov function. In this section, we introduce a new assumption, less restrictive than the condition (i) of Theorem 5.5, which ensures that a coercive exponential Lyapunov function different from \( \tilde{V} \) can be constructed.

**Assumption 5.** There exist a nonnegative function \( M : \mathbb{R}^n \to \mathbb{R} \) of class \( C^2 \), and a continuous function \( W_2 : \mathbb{R}^n \to \mathbb{R} \) such that

\[
M(0) = 0, \quad \frac{\partial M}{\partial \xi}(0) = 0,
\]

\[
\frac{\partial M}{\partial \xi}(\xi)f(\xi) \leq -W_2(\xi), \quad \forall \xi \in \mathbb{R}^n,
\]

\[
\left| \frac{\partial^2 M}{\partial \xi^2}(\xi) \right| \leq \frac{q_1}{2}, \quad \forall \xi \in \mathbb{R}^n,
\]

and there exists a constant \( q_3 > 0 \) such that \( W_1 + W_2 \) is positive definite and

\[
W_1(\xi) + W_2(\xi) \geq q_3|\xi|^2, \quad \forall \xi \in \mathbb{R}^n : |\xi| \leq 1,
\]

where \( W_1 \) is the function defined in (5.6).

We are ready to state the following result (see [158] for a proof):

**Theorem 5.6.** Under Assumptions 4 to 5, there exists a function \( k \in K_{\infty} \), of class \( C^2 \) such that \( k' \) is positive, \( k'' \) is nonnegative and the function

\[
\nabla(x) = \int_0^1 k(V(x(z)) + M(x(z)))dz
\]

is a coercive exponential Lyapunov function for (5.4).

**Remark 5.7.** Assumption 5 seems to be restrictive. In fact, it can be significantly relaxed. Indeed, if the system

\[
\dot{\xi} = f(\xi)
\]

is locally exponentially stable and satisfies one of Matrosov’s conditions which ensure that a coercive exponential Lyapunov function can be constructed then one can construct a function \( M \) which satisfies Assumption 5. For constructions of coercive exponential Lyapunov functions under Matrosov’s conditions, the reader is referred to [150].

**5.1.2. ISS property for a family of PDEs.** In the previous section, we presented a construction of Lyapunov functions for parabolic PDEs without uncertainties and without convection term. In this section, we show how this technique can be used to estimate the impact of uncertainties on the solutions of PDEs with a convection term and uncertainties of the form (5.1) with \( \Delta(t,z) := D_1 + v(t,z) \):

\[
\frac{\partial x}{\partial t}(t,z) = \frac{\partial^2 x}{\partial z^2}(t,z) + [D_1 + v(t,z)] \frac{\partial x}{\partial z}(t,z) + f(x(t,z)) + u(t,z),
\]
where $D_1$ is a constant matrix, $v$ is an unknown continuous matrix function and $u \in U$, where $X := L_2([0, 1], \mathbb{R}^n)$ and $U$ is as defined in the beginning of the Section 5.1.

To cope with the presence of a convection term and the uncertainty $v$, we introduce the following assumption:

**Assumption 6.** There exists a nonnegative real number $\delta$ such that

$$|v(t, z)| \leq \frac{\delta}{\|Q\|}, \quad \forall z \in [0, 1], t \geq 0,$$

where $Q$ is the symmetric positive definite matrix in Assumption 4. Moreover, the matrix $QD_1$ is symmetric.

Moreover, we replace Assumption 5 by a more restrictive assumption:

**Assumption 7.** There exists a nonnegative function $M : \mathbb{R}^n \to \mathbb{R}$ such that, for all $\xi \in \mathbb{R}^n$,

$$M(0) = 0, \quad \frac{\partial M}{\partial \xi}f(\xi) = -W_2(\xi),$$

where $W_2$ is a nonnegative function and there exist $c_a > 0, c_b > 0$ and $c_c > 0$ such that, for all $\xi \in \mathbb{R}^n$, the inequalities

$$\left| \frac{\partial M}{\partial \xi} \right| \leq c_a |\xi|, \quad \left| \frac{\partial^2 M}{\partial \xi^2} \right| \leq c_b,$$

$$|\xi|^2 \leq c_c [W_1(\xi) + W_2(\xi)],$$

where $W_1$ is the function defined in (5.6), are satisfied.

**Remark 5.8.** If $f$ is linear and $\dot{\xi} = f(\xi)$ is exponentially stable, then Assumption 7 is satisfied with a positive definite quadratic function as function $M$.

We are ready to state the following result (see [158] for a proof).

**Theorem 5.9.** Assume that the system (5.17) satisfies Assumptions 4, 6 and 7 and is associated with boundary conditions satisfying

$$x(t, 1) = x(t, 0) \quad \text{and} \quad \frac{\partial x}{\partial z}(t, 1) = \frac{\partial x}{\partial z}(t, 0), \quad \forall t \geq 0.$$

Then the function

$$\nabla(x) = \int_0^1 [KV(x(z)) + M(x(z))]dz$$

with

$$K = \max \left\{ 1, \frac{2c_b}{q_1}, \frac{8c_c c_a^2 (\|D_1\|^2 + 1)^2}{q_1} \right\}$$

is a coercive ISS Lyapunov function satisfying, along the trajectories of (5.17),

$$\dot{\nabla}(x) \leq -\lambda_1 \nabla(x(t, z)) + \lambda_2 \int_0^1 |u(t, z)|^2dz$$

for some positive constants $\lambda_1, \lambda_2$, provided that $\delta$ in Assumption 6 satisfies

$$\delta \leq \min \left\{ \|Q\|, \frac{\sqrt{q_1}}{2\sqrt{2c_c}K} \right\}.$$
5.2. Lyapunov methods for semilinear parabolic systems with boundary inputs. In this section, we show how the Lyapunov method can be applied for the analysis of semilinear parabolic systems with boundary inputs of Neumann type. To the knowledge of the authors, the first results of this kind have been reported in [238]. We present the method from [238] on a representative example, which shows the essence of the technique. Consider the Ginzburg-Landau equation (see [238, p. 276])
\[
\frac{\partial x}{\partial t}(t, z) = \mu \frac{\partial^2 x}{\partial z^2}(t, z) + ax(t, z) - x^3(t, z), \quad t > 0, \quad z \in (0, 1),
\]
where $\mu > 0$ is the diffusion coefficient. We investigate (5.27) subject to the Neumann boundary input at $z = 0$ and to Dirichlet boundary condition at $z = 1$:
\[
\begin{align*}
\frac{\partial x}{\partial z}(t, 0) &= u(t), \quad t > 0, \\
x(t, 1) &= 0, \quad t > 0.
\end{align*}
\]
(5.28a) (5.28b)

For consistency with the original paper we assume that $u \in U := C^2(\mathbb{R}_+, \mathbb{R})$, and the solutions we understand in a classical sense, but the norm in the state space will be chosen as $L^2(0, 1)$-norm and the norm in the input space $U$ will be chosen as $L^\infty(\mathbb{R}_+)$-norm. The use of classical solutions calls for adaptation of the ISS concept, and hence we require for the ISS property the validity of the estimate (1.6) only for smooth enough $x$. The precise definition of the solution concept, state space as well as the proof of well-posedness of the PDE model (5.27), (5.28) can be found in [238].

In order to derive conditions for ISS of (5.27), (5.28), we use the Lyapunov function candidate
\[
V(x) := \|x\|_{L^2(0, 1)}^2 = \int_0^1 x^2(z)dz.
\]
(5.29)

First let us compute the Lie derivative of $V$ for $x$ smooth enough:
\[
\dot{V}(x) = 2 \int_0^1 x(z) \frac{\partial x}{\partial t}(z)dz = 2 \int_0^1 x(z) \left( \mu \frac{\partial^2 x}{\partial z^2}(z) + ax(z) - x^3(z) \right)dz
\]
(5.30)

Using (5.28) as well as Jensen’s inequality (12.2) for the last term, we obtain
\[
\dot{V}(x) \leq 2\mu |u||x(0)| - 2\mu \int_0^1 \left( \frac{\partial x}{\partial z}(z) \right)^2 dz + 2aV(x) - 2V^2(x).
\]

Using Cauchy’s inequality (12.1) and afterwards Agmon’s inequality (12.4) (here we make use of (5.28b)) we obtain for any $\varepsilon > 0$:
\[
2\mu |u||x(0)| \leq \varepsilon |x(0)|^2 + \frac{\mu^2}{\varepsilon} |u|^2 \leq \varepsilon \left( \|x\|_{L^2(0, 1)}^2 + \left\| \frac{dx}{dz} \right\|_{L^2(0, 1)}^2 \right) + \frac{\mu^2}{\varepsilon} |u|^2.
\]
(5.31)

Using this estimate in (5.30) and rearranging the terms we obtain
\[
\dot{V}(x) \leq (\varepsilon - 2\mu) \int_0^1 \left( \frac{\partial x}{\partial z}(z) \right)^2 dz + (\varepsilon + 2a)V(x) - 2V^2(x) + \frac{\mu^2}{\varepsilon} |u|^2
\]
(5.32)
Assuming that \( \varepsilon < 2\mu \), we can use Poincare’s inequality (12.3) for the first term to obtain that
\[
\dot{V}(x) \leq (\varepsilon - 2\mu) \frac{\pi^2}{4} \int_0^1 x^2(z)dz + (\varepsilon + 2a)V(x) - 2V^2(x) + \frac{\mu^2}{\varepsilon} |u|^2
\]
(5.33)
\[
\leq \left( (\varepsilon - 2\mu) \frac{\pi^2}{4} + \varepsilon + 2a \right)V(x) - 2V^2(x) + \frac{\mu^2}{\varepsilon} |u|^2.
\]
To ensure that the dissipation inequality holds, we have to assume that
\[
(\varepsilon - 2\mu) \frac{\pi^2}{4} + \varepsilon + 2a \leq 0.
\]
As \( \varepsilon > 0 \) can be chosen arbitrarily small, we obtain the following sufficient condition for ISS of the system (5.27), (5.28):
\[
a < \mu \pi \frac{\varepsilon}{2}.
\]
(5.34)
The term \(-2V^2(x)\) in (5.33) shows that outside of the neighborhood of the equilibrium the convergence rate of the system (5.27), (5.28) is faster than exponential.

5.2.1. Tightness of obtained estimates. Linearizing the system (5.27)-(5.28) for \( u \equiv 0 \) near the equilibrium, one can see that (we omit the standard computations), for \( a \) and \( \mu \) as in (5.34), the linearized system is exponentially stable, and for \( a \) and \( \mu \) satisfying
\[
a > \mu \pi \frac{\varepsilon}{4}
\]
the system (5.27)-(5.28) is unstable (even locally near the equilibrium). This can be done, e.g., by analyzing the spectral properties of the corresponding Laplacian operator, similarly to [89, Section 1.3].

Obtained results we summarize into the following proposition:

**Proposition 5.10.** Consider the system (5.27)-(5.28) with \( X := L_2(0,1) \) and \( U := C^2(\mathbb{R}_+, \mathbb{R}) \) (with the supremum norm).

If the condition (5.34) holds, then (5.27)-(5.28) is ISS.

If the condition (5.35) holds, then (5.27)-(5.28) is not 0-UAS.

Thus our analysis (motivated by [238]) provides fairly tight results for ISS of the system (5.27)-(5.28). This shows that the Lyapunov method combined with the sharp versions of inequalities for the \( L_p \) spaces, as Poincare’s, Agmon’s inequalities, etc., is an efficient method for analyzing ISS of semilinear systems with boundary inputs and for computation of the precise uniform decay rate of the solutions of a system.

Note that the choice of applied inequalities depends on the type of the system which is to be analyzed. Friedrich’s and Poincare’s inequality are tailored for the Laplacian operator, which is what we need in our case. At the same time, for sharp analysis of, e.g., Kuramoto-Sivashinskiy equation other types of inequalities can be used, see, e.g., [148]. Derivation of such inequalities uses spectral properties of the linear operators which generate the semigroups of the systems which we analyze. This is one of the ways how linear operator theory helps us to study stability of nonlinear systems.

5.2.2. Generalizations. This strategy has been extended in [238] for a class of systems of the form
\[
\frac{\partial x}{\partial t} = \mu \frac{\partial^2 x}{\partial z^2} + f(t, z, x, \frac{\partial x}{\partial z}), \quad t > 0, \ z \in [0,1].
\]
(5.36)
with the boundary conditions

\begin{align}
(5.37a) & \quad a_0 x(t, 0) + b_0 \frac{\partial x}{\partial z}(t, 0) = u(t), \quad t > 0, \\
(5.37b) & \quad a_1 x(t, 1) + b_1 \frac{\partial x}{\partial z}(t, 1) = 0, \quad t > 0.
\end{align}

Under certain assumptions on the coefficients \(a_0, a_1, b_0, b_1 \in \mathbb{R}\) and provided \(|f(t, z, x, \frac{\partial x}{\partial z}) \cdot x(t, z)|\) has at most quadratic growth, the conditions for ISS of the system (5.36), (5.37) in \(X := L_2(0, 1)\) have been derived, see [238, Theorems 4, 5].

A key step in the treatment of the Ginzburg-Landau equation was tackling of a boundary input \(u\), which was done using Agmon’s inequality, where we have essentially used that \(x(1, t) = 0\) for all \(t > 0\). In order to allow for more general types of boundary conditions (5.37), in [238, Lemma 1] the following inequality has been used:

**Lemma 5.11.** Suppose that \(x \in C^1([a, b], \mathbb{R})\). Then the following inequalities hold:

\[
\max_{z \in [a, b]} |x(z)|^2 \leq \frac{2}{b-a} \left\| x \right\|_{L_2([a, b])}^2 + \left( b-a \right) \left\| \frac{dx}{dz} \right\|_{L_2([a, b])}^2.
\]

Its advantage is that the estimate in the right-hand side of (5.38) does not depend on the values of \(x\) at the boundary, but just on the \(L_2\)-norm of \(x\) and \(\frac{dx}{dz}\).

### 5.2.3. Remarks on Dirichlet boundary inputs.

An important limitation of the method discussed in this section is that it cannot be applied to the parabolic systems with Dirichlet boundary inputs (i.e. the case \(b_0 = b_1 = 0\) is not allowed), even if the system is linear. To see the difficulties arising on this way consider the equation (5.27) with the boundary conditions (5.28b) and

\[
(5.39) \quad x(t, 0) = u(t), \quad t > 0
\]

instead of (5.28a).

Doing the same steps as in (5.30), we obtain that

\[
\left( \frac{\partial x}{\partial z}(z) x(z) \right) \bigg|_{z=1}^{z=0} = - \frac{\partial x}{\partial z}(0) u \leq \left| \frac{\partial x}{\partial z}(0) \right| |u|
\]

and in contrast to the example which we have treated above, we cannot bound the value \(\left| \frac{\partial x}{\partial z}(0) \right|\) by the \(H^1\)-norm of \(x\), which breaks the argumentation.

Looking at this problem from the functional-analytic point of view, we obtain that the input operator of the linearized version of (5.27), (5.28) (after recasting it as an abstract linear system (3.1)) is 2-admissible, while the input operator of a system with a Dirichlet input (5.27), (5.28b), (5.39) is not 2-admissible, which makes the analysis more challenging.

Currently there are no coercive Lyapunov functions known for the linearized system (5.27), (5.28b), (5.39), however using Corollary 3.28 it is possible to construct a non-coercive one, see Remark 3.29.

### 5.2.4. Remarks on Burgers’ equation.

Consider the Burgers’ equation

\[
(5.40) \quad \frac{\partial x}{\partial t}(t, z) = \mu \frac{\partial x^2}{\partial z^2}(t, z) - \nu x(t, z) \frac{\partial x}{\partial z}(t, z), \quad t > 0, \quad z \in (0, 1),
\]

where \(\mu > 0\) is the diffusion coefficient and \(\nu > 0\), subject to boundary conditions
Burgers’ equation is known first of all as a simplification of the Navier-Stokes equations. However, it has also important applications to aerodynamics [39]. An extensive treatment of Burgers’ equation and its generalizations, one can find in [198].

It is easy to show that (5.40)-(5.41) is 0-UGAS in $L^2(0,1)$-norm, by showing that $V(x) = \int_0^1 x^2(z) dz$ is a strict Lyapunov function for (5.40)-(5.41). At the same time, ISS analysis of this system is much more involved.

Using De Giorgi iteration method in [239, Theorems 4,5] it was shown that (5.40)-(5.41) has a so-called ISS with respect to small inputs property (terminology is taken from [32]), as the ISS property in [239, Theorems 4,5] is verified under condition that $\sup_{t \geq 0} \|u(t)\| \leq \frac{\mu}{\nu}$.

Open Problem 5.12. Is it possible to prove ISS of Burgers’ equation (5.40)-(5.41) with $X := L_2(0,1)$ and $u \in PC_b(\mathbb{R}^+, \mathbb{R})$ (or for another input space) without restrictions on the magnitude of inputs?

5.3. ISS Lyapunov methods for stabilization of stationary hyperbolic systems. We consider the feedback boundary control for the class of linear hyperbolic PDEs described by the equation

$$(5.42a) \quad \frac{\partial x}{\partial t}(t,z) + \Lambda \frac{\partial x}{\partial z}(t,z) = 0,$$

where $z \in [0,1]$ is the spatial variable, and $t \in \mathbb{R}^+$ is the time variable. The matrix $\Lambda$ is assumed to be diagonal and positive definite. We call $x : [0,1] \times \mathbb{R}^+ \rightarrow \mathbb{R}^n$ the state trajectory. The initial condition is defined as

$$(5.42b) \quad x(0,z) = x^0(z), \quad z \in (0,1)$$

for some function $x^0 : (0,1) \rightarrow \mathbb{R}^n$. The value of the state $x$ is controlled at the boundary $z = 0$ through some input $u : \mathbb{R}^+ \rightarrow \mathbb{R}^m$ so that

$$(5.43) \quad x(t,0) = Hx(t,1) + Bu(t),$$

where $H \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are constant matrices. The system (5.42)-(5.43) forms a class of 1-D boundary controlled hyperbolic PDEs, for which several fundamental results can be found in [13].

We consider the case when only the measurement of the state $x$ at the boundary point $z = 1$ is available for control purposes at each $t \geq 0$, and this measurement is subject to some bounded disturbance. We thus denote the output of the system by

$$(5.44) \quad y(t) = x(t,1) + d(t),$$

where the disturbance $d \in L_{\infty}(\mathbb{R}^+, \mathbb{R}^n)$ may arise due to low resolution of the sensors, uncertain environmental factors, or errors in communication.

5.3.1. Problem formulation. We are interested in designing a feedback control law $u$ as a function of the output measurement $y$, that is $u = F(y)$ for some
operator $\mathcal{F}$, which makes the closed-loop system robust with respect to the measurement disturbances in the sense of disturbance-to-state stability (DSS), which means that there are some constants $a, c, M_{x_0} > 0$, and some $\gamma \in K_\infty$ such that

$$\max_{x \in [0,1]} |x(t,z)| \leq c e^{-at}M_{x_0} + \gamma (\|d_{[0,1]}\|_\infty), \quad t \geq 0. \quad (5.45)$$

Here $\|d_{[0,1]}\|_\infty := \text{ess sup}_{s \in [0,1]} |d(s)|$, and for given $z$ and $t$, $|x(t,z)|$ denotes the usual Euclidean norm of $x(t,z) \in \mathbb{R}^n$. The constant $M_{x_0}$ is such that it depends on some norm associated with the function $x^0$ and possibly the initial state chosen for the dynamic compensator $u$.

The DSS property ensures that for any initial conditions and in the absence of disturbances, that is for $d \equiv 0$, the maximum norm of $x$ (with respect to the spatial variable) decreases exponentially in time with a uniform decay rate. In the presence of nonzero disturbances, that is $d \neq 0$, the maximum value of $x$ over $[0,1]$, at each time $t \geq 0$, is bounded by the maximum norm of the disturbance over the interval $[0,t]$ and an exponentially decaying term due to the initial condition of the system.

**Remark 5.13.** In case if $u$ is a static controller, and $M_{x_0}$ is a $K$-function of the $C$-norm of the state, DSS becomes precisely exponential ISS. If $u$ is a dynamic controller with the internal state $\eta$, the constant $M_{x_0}$ in the definition of DSS may depend on the initial state of the controller as well, and thus DSS property guarantees a stability only of the $x$-component of the full state $(x, \eta)$, and does not tell anything about the stability of the controller subsystem. Furthermore, the constant $M_{x_0}$ in the definition of DSS depends possibly on another type of a norm than $C$-norm and thus DSS is related to a kind of stability with respect to two measures concept, see, e.g., [224]. Hence, in general, DSS can be understood as a kind of robust stability with respect to partial state and two measures.

**Using static controllers.** In case there is no perturbation, that is, if $d \equiv 0$, one typically chooses $u(t) = Ky(t)$ such that the closed-loop boundary condition

$$x(t,0) = (H + BK)x(1,t) \quad (5.46)$$

satisfies a certain dissipative condition. This control law yields asymptotic stability of the system with respect to $H^2$-norm [43], or $C^1$-norm [42], depending on the dissipativity criterion imposed on $H + BK$. In the presence of perturbations $d \neq 0$, one has to modify the stability criteria as the asymptotic stability of the origin can no longer be established.

One finds the Lyapunov stability criteria with $L_2$-norm and dissipative boundary conditions in [14]. Lyapunov stability in $H^2$-norm for nonlinear systems is treated in [43]. Thus, the construction of Lyapunov functions in $H^2$-norm for the hyperbolic PDEs with static control laws can be found in the literature.

**Need for dynamic controllers.** For hyperbolic systems, when seeking robust stabilization with measurement errors, one could see that the results in [69] provide robust stability of $x(\cdot,t)$ in $L_2((0,1), \mathbb{R}^n)$ space by using static controllers and piecewise continuous solutions. However, the DSS estimate (5.45) requires stability in $C([0,1], \mathbb{R}^n)$ space equipped with maximum norm, and the stabilization of the closed-loop system in $L_2$ norm does not provide us with this estimate. Therefore we choose $X := H^1((0,1), \mathbb{R}^n)$ as the state space for the open-loop system. This choice is motivated by Agmon’s inequality (12.4).

**Remark 5.14.** Agmon’s inequality (12.4) allows to get the bounds on $C$-norm of the state $x$ in terms of its $H^1$-norm. This fact is frequently used in the ISS literature,
The second advantage of the $H^1$-norm (in contrast to $C$-norm) is that it is much easier to construct and differentiate the Lyapunov functions if their argument belongs to the $H^1$-space.

One can obtain the estimate (5.45) from the Agmon’s inequality (12.4), by ensuring that the control input $u$ is chosen such that for each $t \geq 0$:

- The solution $x(t)$ belongs to $H^1((0,1),\mathbb{R}^n)$;
- It holds that $|x(t,0)|$ and $\|x(t)\|_{H^1((0,1),\mathbb{R}^n)}$ are bounded by the size of the disturbance $\|d_{[0,t]}\|_{\infty}$ plus some exponentially decreasing term in time.

To achieve these objectives, the use of static controllers of the form $u(t) = Ky(t)$, will result in solutions $x$ which are not differentiable with respect to spatial variable due to (possibly discontinuous) disturbances, and hence the solutions are not contained in $H^1((0,1),\mathbb{R}^n)$. To remedy this problem, we propose the use of dynamic controllers for stabilization, which smoothen the discontinuity effect of the perturbations (see [216] for the use of a static controller).

\[
\begin{align*}
\frac{\partial_t}{t} X(z,t) + \Lambda \partial_z X(z,t) &= 0 \\
X(0,t) &= HX(1,t) + Bu(t) \\
\end{align*}
\]

\[
\begin{align*}
\dot{\eta}(t) &= R\eta(t) + Sy(t) \\
u(t) &= K\eta(t) \\
y(t) &= X(1,t) + d(t)
\end{align*}
\]

Fig. 3: Control architecture used for stabilization of hyperbolic system in the presence of disturbances.

**Using dynamic controller for $H^1$-regular solutions.** For system class (5.42), (5.43), (5.44), we are interested in designing control inputs $u$ that are absolutely continuous functions of time, so that their derivative is defined a.e. in Lebesgue sense. For such inputs, we seek a solution $x \in C([0,T],H^1((0,1),\mathbb{R}^n))$.

More precisely, we consider the problem of designing a dynamic controller with ODEs, which has the form

\begin{align}
\dot{\eta}(t) &= R\eta(t) + Sy(t), \\
u(t) &= K\eta(t),
\end{align}

where the matrices $R \in \mathbb{R}^{n \times n}$, $S \in \mathbb{R}^{n \times n}$, and $K \in \mathbb{R}^{m \times n}$, need to be chosen appropriately. Intuitively speaking, by using such a controller, the discontinuities of the output $y$ are integrated via equation (5.47a) which results in $u$ being absolutely continuous. The addition of a dynamic controller introduces a coupling of ODEs and PDEs in the closed loop which makes the analysis more challenging. For the diagram describing the control architecture see Fig. 3.

The result on existence and uniqueness of solutions for the closed-loop system (5.42), (5.43), (5.44), (5.47), is formally developed in Section 5.3.2, resulting in certain regularity of the closed-loop solutions, which is important to obtain appropriate
estimates. Afterward, in Section 5.3.3, we use Lyapunov function based analysis to design the parameters of the controller (5.47), and derive conditions on the system and controller data which establish the DSS estimate (5.45).

5.3.2. Existence of solutions. The objective of this section is to present a result on existence and uniqueness of solutions for the closed-loop system (5.42), (5.43), (5.44), (5.47). Solvability of hyperbolic PDEs is a well-studied topic. For the intermediate results, we refer the reader to [13, Appendix A] and [47, Chapter 3]. In [13], the authors first present results with $H^1$-regularity for the autonomous system with $u = 0$. The results for ODE coupled with hyperbolic PDE with $d = 0$ with $L^2$ regularity are also proven. However, in these works, with $d \in L_\infty([0, \tau], \mathbb{R}^n)$, which introduces certain discontinuities, the solutions with $H^1$-regularity are not discussed.

On the other hand, the well-posedness results are presented for systems with dynamics described by infinitesimal generators of strongly continuous semigroups. In this section, we present a result on well-posedness of the ODE-PDE coupled system, due to [217], based on the results described in [13, Appendix A] and [47, Chapter 3]. To do so, we start by constructing the operator $A$ as follows:

\[(5.48a) \quad D(A) := \left\{ (\varphi, \eta) \in H^1((0,1), \mathbb{R}^n) \times \mathbb{R}^n; \begin{pmatrix} \varphi(0) \\ \eta \end{pmatrix} = \begin{pmatrix} H & BK \\ 0 & I \end{pmatrix} \begin{pmatrix} \varphi(1) \\ \eta \end{pmatrix} \right\}, \]

\[(5.48b) \quad A \left( \begin{pmatrix} \varphi \\ \eta \end{pmatrix} \right) := \begin{pmatrix} -A \varphi \\ R \eta \end{pmatrix}.\]

Next, we introduce the perturbation operator $B$ as:

\[B : H^1((0,1), \mathbb{R}^n) \times \mathbb{R}^n \rightarrow H^1((0,1), \mathbb{R}^n) \times \mathbb{R}^n, \quad B \left( \begin{pmatrix} \varphi \\ \eta \end{pmatrix} \right) = \begin{pmatrix} 0 \\ S \varphi(1) \end{pmatrix}.\]

Using these operators $A$ and $B$, and letting $\tilde{x} = (x, \eta)^T$, one can write the closed-loop system (5.42), (5.43), (5.44) and (5.47) as follows:

\[(5.49a) \quad \dot{\tilde{x}} = A\tilde{x} + B\tilde{x} + \tilde{d}, \]

\[(5.49b) \quad \tilde{x}(0) = \tilde{x}^0 \in D(A),\]

where $\tilde{d} = \begin{pmatrix} 0 \\ Sd \end{pmatrix}$. We now prove a result on the well-posedness of system (5.49).

Because $d$ is possibly discontinuous, the classical solutions (where $\dot{x}$ is continuous) do not exist, and one must work with the notion of a mild solution [47, Definition 3.1.6]. The well-posedness of (5.49) is proven in [217] and uses some results of [47, Chapter 3]. To invoke these results, it is successively proven that

1. the operator $A$ generates a strongly continuous semigroup;
2. The operator $B$ is a bounded linear operator;
3. The operator $A + B$ generates a strongly continuous semigroup.

This is the sketch of proof of the following existence and uniqueness result (see [217] for a complete proof):

**Theorem 5.15.** For a given $\tau > 0$, and $d \in L_\infty([0, \tau], \mathbb{R}^n)$, there is a unique mild solution to system (5.49) on $[0, \tau]$. Equivalently, for each $(x^0, \eta^0) \in H^1((0,1), \mathbb{R}^n) \times \mathbb{R}^n$, the closed-loop system (5.42), (5.43), (5.44), and (5.47) has a unique mild solution in the space $C([0, \tau], H^1((0,1), \mathbb{R}^n) \times \mathbb{R}^n)$.

**Remark 5.16.** In [217], it is dealt in the previous result with weak solutions and not mild solutions. For relations between both notions, refer to [47, Section 3.1].
Remark 5.17. The so-called compatibility conditions on the initial condition \((x^0, \eta^0)\), required for \(H^1\)-regularity, are imposed by requiring that \((x^0, \eta^0)\) belongs to \(D(A)\). Such a condition is essential and hence the choice of \(\eta^0\) depends upon \(x^0\). It is noted that in [43], the authors propose two compatibility conditions for the initial state because they seek solution \(x \in H^2((0,1), \mathbb{R}^n)\). We only need solutions where \(x\) is \(H^1\)-regular, so only one such condition appears in our analysis.

5.3.3. Closed loop and stability analysis. As a solution to the problem formulated in Section 5.3.1, we now provide more structure for the controller dynamics and study the stability of the closed-loop system. The conditions on the system parameters that guarantee stability are then provided by constructing a Lyapunov-function.

Control architecture and closed loop. The controller that we choose for our purposes is described by the following equations:

\[
\begin{align*}
\dot{\eta}(t) &= -\alpha(\eta(t) - y(t)) \\
&= -\alpha \eta(t) + \alpha x(t, 1) + \alpha d(t), \\
\eta(0) &= \eta^0, \\
u(t) &= K\eta(t),
\end{align*}
\]

where \(\eta^0 \in \mathbb{R}^n\) is the initial condition for the controller dynamics. This corresponds to choosing \(R = -\alpha I\), and \(S = -R\) in (5.47a). Note that the controller (5.50) is an ISS system w.r.t. inputs \(x(t, 1)\) and \(d\) (as a linear finite-dimensional system with \(\alpha > 0\)).

The conditions on the constant \(\alpha > 0\), and the matrix \(K \in \mathbb{R}^{m \times n}\) will be stated in the formulation of Theorem 5.18.

The closed-loop system is given by equations

\[
\begin{align*}
x_t(t, z) + \Lambda x_z(t, z) &= 0, \quad t > 0, \quad z \in (0, 1), \\
x(0, z) &= x^0(z), \quad z \in [0, 1], \\
x(t, 0) &= Hx(t, 1) + BK\eta(t).
\end{align*}
\]

Stability result. Let us now state a disturbance-to-state stability (DSS) result for the closed-loop dynamics (5.50), (5.51).

Let \(D_n^+\) denote the set of diagonal positive definite matrices in \(\mathbb{R}^n\). For scalars \(\mu > 0\) and \(0 < \nu < 1\), let \(\rho := e^{-\mu} - \nu^2\); let \(F := BK\), and \(Q := F^TD^2F\) for \(D \in D_n^+\); and finally, let \(G := H^TD^2F\). We denote by \(\Omega\) the symmetric matrix

\[
\Omega := \begin{bmatrix}
\rho \beta_1 D^2 & -\beta_1 (G + Q) & 0 \\
\ast & 2\alpha \beta_3 - (\beta_1 + \alpha^2 \beta_2)Q & \beta_3 I + \alpha \beta_2 G \\
\ast & \ast & (\rho D^2 + Q + G^\top) \beta_3
\end{bmatrix}
\]

in which \(\alpha, \beta_1, \beta_2, \beta_3\) are some positive constants, and \(\ast\) denotes the transposed matrix block. The following result is proven in [217].

Theorem 5.18. Assume that there exist scalars \(\mu, \nu > 0\), a matrix \(D \in D_n^+\), the gain matrix \(K\), and the positive constants \(\alpha, \beta_1, \beta_2, \beta_3\) in the definition of \(\Omega\) such that

\[
\begin{align*}
\|D(H + BK)D^{-1}\| &\leq \nu < 1, \\
\Omega &> \zeta I,
\end{align*}
\]
for some scalar \( \zeta > 0 \). Then, there is \( \gamma \in \mathcal{K} \) so that the closed-loop system (5.50), (5.51) satisfies the DSS estimate (5.45) with

\[
M_{x^0} := \|x^0\|^2_{H^1((0,1),\mathbb{R}^n)} + |\eta^0 - x(0,1)|^2.
\]

With our design of a controller we obtain besides DSS also further important properties of a closed-loop system.

Remark 5.19. Due to the cocycle (also called semigroup) property, the conditions we impose on the system to obtain estimate (5.45), also ensure that if \( d(t) \to 0 \), then \( \max_{x \in [0,1]} |x(t, z)| \) also converges to zero as \( t \to \infty \).

Remark 5.20. It must be noted that, if the initial condition of the closed-loop system \( x^0, \eta^0 \) is chosen such that \( \|x^0\|_{H^1((0,1),\mathbb{R}^n)} = 0 \) and \( \eta^0 = 0 \), then \( M_{x^0} = 0 \). Indeed, since \( x^0 \in H^1((0,1),\mathbb{R}^n) \) implies that \( x^0 \) is continuous, and \( \|x^0\|_{L^2((0,1),\mathbb{R}^n)} = 0 \) implies that \( x^0 = 0 \) almost everywhere on \( [0,1] \), we must have \( x(0,1) = 0 \).

Remark 5.21. (DSS implies ISpS-like property) For \( M_{x^0} \) given in (5.53), we have

\[
M_{x^0} \leq \|x^0\|^2_{H^1((0,1),\mathbb{R}^n)} + |x^0(1)|^2 + |\eta^0|\leq \max_{z \in [0,1]} |x^0(z)|^2 + \|x^0\|^2_{H^1((0,1),\mathbb{R}^n)} + |\eta^0|^2
\]

Substituting this bound on \( M_{x^0} \) in (5.45), our DSS estimate leads to

\[
\max_{x \in [0,1]} |x(z)| \leq ce^{-at} \max_{z \in [0,1]} |x^0(z)|^2 + \gamma(\|d[0,t]\|_{\infty})
\]

\[
\quad + ce^{-at}\left(\|x^0\|^2_{H^1((0,1),\mathbb{R}^n)} + |\eta^0|^2\right).
\]

The estimate (5.54) is not exactly an input-to-state practical stability (ISpS) property as defined in Definition 9.2 (as it is also defined in [106]), because the offset in (5.54) depends on the initial condition size (it is constant in Definition 9.2). Furthermore, the estimate (5.54) gives only an estimate of a norm of a partial state (more precisely \( x \), and not \( \eta \)).

Open Problem 5.22. In the statement of Theorem 5.18, condition (5.52a) requires \( \inf_{D \in \mathcal{D}} \|D(H + BK)D^{-1}\| < 1 \) which also appears in the more general context of nonlinear systems [43] when analyzing stability with respect to \( H^2 \)-norm. However, the condition (5.52b) is introduced in [217] to compensate for the lack of proportional gain in the feedback law. It definitely restricts the class of systems that can be treated with this approach and relaxing this condition or obtaining different criteria is a topic of further investigation.

Remark 5.23. The authors in [217] do not provide a precise characterization of the parameters of system (5.42) for which (5.52) admits a solution. For instance, assume that (5.52a) holds with \( K = 0 \). In that case, the matrix \( \Omega \) simplifies greatly as \( Q = G = 0 \). Using the Schur complement, one can immediately find the constants \( \alpha, \beta_1, \beta_2, \beta_3 \) that result in \( \Omega \) being positive definite, and hence satisfying (5.52b). By applying the continuity argument for solutions of matrix inequalities with respect to parameter variations, the solution to (5.52b) will also hold for \( K \neq 0 \), but sufficiently small.

The proof of Theorem 5.18 in [217] is made by construction of an exponential Lyapunov function \( V : H^1((0,1),\mathbb{R}^n) \times \mathbb{R}^n \to \mathbb{R}_+ \) so that, along the trajectories of (5.50)-(5.51), it holds that

\[
\dot{V}(X(t), \eta(t)) \leq -\sigma V(X(t), \eta(t)) + \chi|d(t)|^2,
\]
for some constant $\sigma, \chi > 0$. This function has been constructed in [217] in the form

$$
V(x, \eta) := \int_0^1 x(z)^\top P_1 x(z) e^{-\mu_3 z} dz + \int_0^1 \frac{\partial x}{\partial z}(z)^\top P_2 \frac{\partial x}{\partial z}(z) e^{-\mu_3 z} dz + (\eta - x(1))^\top P_3 (\eta - x(1)),
$$

where $P_1$ and $P_2$ are certain diagonal positive definite matrices and $P_3$ is some symmetric positive definite matrix.

Let us denote the spectrum of a matrix $M \in \mathbb{R}^{n \times n}$ by $\sigma(M)$ and let $\lambda_{\min}(M) := \min_{\lambda \in \sigma(M)} |\lambda|$ and $\lambda_{\max}(M) := \max_{\lambda \in \sigma(M)} |\lambda|$.

Defining $\xi_P := \min_{i=1,2,3}\{\lambda_{\min}(P_i)\}$, $\tau_P := \max_{i=1,2,3}\{\lambda_{\max}(P_i)\}$ we see that, for all $x \in H^1((0,1), \mathbb{R}^n)$, and $\eta \in \mathbb{R}^n$,

$$
(5.57) \quad \xi_P(||x||^2_{H^1((0,1),\mathbb{R}^n)} + ||x - x(1)||^2) \leq V(x, \eta) \leq \tau_P(||x||^2_{H^1((0,1),\mathbb{R}^n)} + ||x - x(1)||^2).
$$

The rest of the proof of Theorem 5.18 is based on precise computations of the time-derivative of $V$ along the solutions to (5.50)-(5.51). See [218, 217] for a complete proof and an application to quantized control. In this latter reference, practical stability of the system is established, and ultimate bounds on the state trajectory are derived in terms of the quantization error.

To conclude this section, let us note that a Lyapunov function with a strict decrease property has been used. It is also possible to consider a non-decreasing property combined with a LaSalle invariance as done recently in [38] to stabilize the string equation in the presence of disturbances.

## 5.4. ISS Lyapunov methods for time-varying hyperbolic systems.

### 5.4.1. Basic definitions and notions.

Throughout this section, we consider linear partial differential equations of the form

$$
\frac{\partial x}{\partial t}(t, z) + \Lambda(t, z) \frac{\partial x}{\partial z}(t, z) = F(t, z) x(t, z) + d(t, z), \quad z \in (0, 1), \quad t > 0,
$$

and $\Lambda(t, z) = \text{diag} \left( \lambda_1(t, z), \ldots, \lambda_m(t, z) \right)$ is a diagonal matrix in $\mathbb{R}^{n \times n}$ whose $m$ first diagonal terms are nonnegative and the $n - m$ last diagonal terms are nonpositive (we will say that the hyperbolicity assumption holds, when additionally the $\lambda_i$’s are never vanishing). We assume that the function $d$ is a disturbance of class $C^1$, $F$ is a periodic function with respect to $t$ of period $\tau$ and of class $C^1$, $\Lambda$ is a function of class $C^1$, periodic with respect to $t$ of period $\tau$.

The boundary conditions are written as

$$
(5.59) \quad \begin{pmatrix} x_+(t, 0) \\ x_-(t, 1) \end{pmatrix} = K \begin{pmatrix} x_+(t, 1) \\ x_-(-t, 0) \end{pmatrix},
$$

where $x = \begin{pmatrix} x_+ \\ x_- \end{pmatrix}$, $x_+ \in \mathbb{R}^m$, $x_- \in \mathbb{R}^{n-m}$, and $K \in \mathbb{R}^{n \times n}$ is a constant matrix.

The initial condition is

$$
(5.60) \quad x(0, z) = x^0(z), \quad z \in (0, 1),
$$
where \( x^0 \) is a function \([0, 1] \rightarrow \mathbb{R}^n\) of class \( C^1 \) satisfying the usual zero-order and one-order compatibility conditions (see [192] for a precise expression).

As proved in [128], if the function \( \Lambda \) is of class \( C^1 \) and satisfies the hyperbolicity assumption, if the function \( d \) is of class \( C^1 \), and if the initial condition is of class \( C^1 \) and satisfies the compatibility conditions, there exists a unique classical solution of the system (5.58), with the boundary conditions (5.59) and the initial condition (5.60), defined for all \( t \geq 0 \).

5.4.2. ISS Lyapunov functions for hyperbolic systems. Before stating the main theoretical result of the section, some comments are needed. Since, in the case where the system (5.58) is such that \( m < n \), we can replace \( x(t, z) \) by

\[
\begin{pmatrix}
    x_+(t, z) \\
    x_-(1 - z, t)
\end{pmatrix}
\]

we may assume without loss of generality that \( \Lambda \) is diagonal and positive semidefinite.

Then the boundary conditions (5.59) become

\[
(5.61) \quad x(t, 0) = Kx(t, 1).
\]

Following what has been assumed for parabolic equations in Section 5.1, it might seem natural to consider the case where \( \dot{x} = F(t, z)x \) possesses some stability properties for any \( z \). On the other hand, there is no reason to believe that this property is always needed.

For a matrix \( M \in \mathbb{R}^{n \times n} \) denote by \( \text{sym}(M) \) the symmetric part of \( M \), that is \( \text{sym}(M) := \frac{1}{2}(M + M^\top) \). We continue to denote by \( \|M\| \) the norm of the matrix, induced by Euclidean norm in \( \mathbb{R}^n \).

The above remarks lead us to introduce the following assumption:

**Assumption 8.** For all \( t \geq 0 \) and for all \( z \in [0, 1] \), all the entries of the diagonal matrix \( \Lambda(t, z) \) are nonnegative.

There exist a diagonal positive definite matrix \( Q \), a real number \( \alpha \in (0, 1) \), a continuous real-valued function \( r \), periodic of period \( \tau > 0 \) such that

\[
(5.62) \quad B := \int_0^\tau \left[ \max\{r(m), 0\} \frac{\|Q\|}{\lambda_{\min}(Q)} + \frac{\min\{r(m), 0\}}{\lambda_{\min}(Q)} \right] dm > 0,
\]

where \( \lambda_{\min}(Q) \) is the smallest eigenvalue of \( Q \). Moreover, for all \( t \geq 0 \) and for all \( z \in [0, 1] \), the following inequalities are satisfied:

\[
(5.63) \quad \text{sym} \left( \alpha QA(t, 1) - K^\top QA(t, 0)K \right) \geq 0,
\]

\[
(5.64) \quad \text{sym} \left( QA(t, z) \right) \geq r(t)I,
\]

\[
(5.65) \quad \text{sym} \left( Q \frac{\partial A}{\partial z}(t, z) + 2QF(t, z) \right) \leq 0.
\]

Let us introduce the function

\[
(5.66) \quad q(t) = \mu \left[ \frac{\max\{r(t), 0\}}{\|Q\|} + \frac{\min\{r(t), 0\}}{\lambda_{Q}} \right] + \frac{\mu B}{2\tau},
\]

where \( Q \) and \( r \) are the matrix and the function in Assumption 8.

We are ready to state the following results (see [192, Theorem 1] for a proof of this result):

**Theorem 5.24.** Assume that the system (5.58) with the boundary conditions (5.61) satisfies Assumption 8. Let \( \mu \) be any real number such that

\[
(5.67) \quad 0 < \mu \leq -\ln(\alpha).
\]
Then the function \( V : [0, \infty) \times L_2(0,1) \to \mathbb{R} \) defined, for all \( x \in L_2(0,1) \) and \( t \geq 0 \), by

\[
V(t,x) = \exp \left( \frac{1}{\tau} \int_{t-\tau}^{t} q(m) \, dm \, dt \right) \int_{0}^{1} x(z)^\top Q x(z) e^{-\mu z} \, d\mu,
\]

where \( q \) is the function defined in (5.66), is an (exponential) ISS Lyapunov function for the system (5.58) with the boundary conditions (5.61).

**Remark 5.25.**

1. Assumption 8 does not imply that for all fixed \( z \in [0,1] \), the ordinary differential equation \( \dot{x} = F(t,z)x \) is stable. See [158] for an example where this system is unstable.

2. Let us emphasize that in Assumption 8 we need that the matrix \( Q \) is diagonal, but we do not need that \( r \) is a nonnegative function.

3. Assumption 8 holds when, in the system (5.58), \( \Lambda(t,z) \) is constant, \( d(t,z) = 0 \) for all \( z \in [0,1] \) and \( t \geq 0 \) and the boundary condition (5.59) satisfies

\[
sym \left( QA - K^\top Q \Lambda K \right) \geq 0, \quad sym (Qf) \leq 0
\]

for a suitable symmetric positive definite matrix \( Q \). Therefore Theorem 5.24 generalizes the sufficient conditions of [62] for the exponential stability of linear hyperbolic systems of balance laws (when \( F \) is diagonally marginally stable), to the time-varying case and to the semilinear perturbed case (without assuming that \( F \) is diagonally marginally stable).

4. The Lyapunov function \( V \) defined in (5.68) is a time-varying function, periodic of period \( \tau \). In the case where the system is time-invariant, one can choose a constant function \( q \), and then it is obtained a time-invariant function (5.68) which is a quite usual Lyapunov function candidate in the context of the stability analysis of PDEs (see, e.g., [40, 43, 236]).

5. Note that the notion of ISS Lyapunov functions for time-varying periodic systems has not been defined so far. This notion is employed in Theorem 5.24 and is similar to what is done for stationary systems (see Definition 2.11). The precise definition is thus skipped in the context of Theorem 5.24.

6. Interconnected systems. The analysis of interconnected systems is one of the cornerstones of the mathematical control theory. Complexity of large-scale nonlinear systems makes a direct stability analysis of such systems ultimately challenging. Small-gain theorems help to overcome this obstruction and to study stability of a complex network based on the knowledge of the stability properties of its components. Classical results of this nature within linear input-output theory are summarized in [61].

The first nonlinear ISS small-gain theorems have been shown for couplings of two ODE systems in fundamental works [106, 105], and these results have been generalized to the interconnections of an arbitrary finite number of nonlinear ODE systems in [58, 57], see also [113] for small-gain theorems in terms of vector Lyapunov functions. These theorems guarantee input-to-state stability of an interconnected system, provided all subsystems are ISS and the interconnection structure, described by gains, satisfies the small-gain condition. Together with the ISS Lyapunov functions method, small-gain theorems are one of the main tools developed within the ISS theory for analysis and control of networks.
Recently these results have been fully extended to finite couplings of abstract infinite-dimensional systems and some results on couplings of an infinite number of systems are available. In this section, we give an overview of these results.

6.1. Interconnections of control systems. Let us define the interconnections of abstract control systems. In our exposition, we follow [165], which is based in turn on the methodology introduced in [112, Definition 3.3].

Let \((X_i, \| \cdot \|_{X_i}), i = 1, \ldots, n\) be normed vector spaces endowed with the corresponding norms. Define for each \(i = 1, \ldots, n\) the normed vector space

\[
X_{\neq i} := X_1 \times \ldots \times X_{i-1} \times X_{i+1} \times \ldots \times X_n, \quad \|x\|_{X_{\neq i}} := \left( \sum_{j=1}^{n} \|x_j\|_{X_j}^2 \right)^{\frac{1}{2}}.
\]

Let control systems \(\Sigma_i := (X_i, PC_b(\mathbb{R}_+, X_{\neq i}) \times U, \phi_i)\) be given and assume that each \(\Sigma_i\) possesses the BIC property. We call \(X_{\neq i}\) the space of internal input values and \(PC_b(\mathbb{R}_+, X_{\neq i})\) the space of internal inputs for a system \(\Sigma_i\). This choice of the input space is natural as the trajectories of subsystems have to be continuous, and the space of inputs has to satisfy the concatenation axiom.

The norm on \(PC_b(\mathbb{R}_+, X_{\neq i}) \times U\) we define as

\[
\|(v, u)\|_{PC_b(\mathbb{R}_+, X_{\neq i}) \times U} := \left( \sum_{j \neq i} \|v_j\|_{PC_b(\mathbb{R}_+, X_j)}^2 + \|u\|_U^2 \right)^{\frac{1}{2}}.
\]

Define also the normed vector space which will be the state space for the coupled system

\[
X := X_1 \times \ldots \times X_n, \quad \|x\|_X := \left( \sum_{i=1}^{n} \|x_i\|_{X_i}^2 \right)^{\frac{1}{2}},
\]

and assume that there is a map \(\phi = (\phi_1, \ldots, \phi_n) : D_\phi \to X\), defined over a certain domain \(D_\phi \subseteq \mathbb{R}_+ \times X \times U\) so that for each \(x = (x_1, x_2, \ldots, x_n) \in X\), each \(u \in U\) and all \(t \in \mathbb{R}_+\) so that \((t, x, u) \in D_\phi\) and for every \(i = 1, \ldots, n\), it holds that

\[
\phi_i(t, x, u) = \tilde{\phi}_i(t, x_i, (v_i, u)),
\]

where

\[v_i(t) = (\phi_1(t, x, u), \ldots, \phi_{i-1}(t, x, u), \phi_{i+1}(t, x, u), \ldots, \phi_n(t, x, u)).\]

**Definition 6.1.** Assume that \(\Sigma := (X, U, \phi)\) is a control system with the state space \(X\), input space \(U\) and satisfying the BIC property. Then \(\Sigma\) is called a (feedback) interconnection of systems \(\Sigma_1, \ldots, \Sigma_n\).

In other words, condition (6.4) means that if the modes \(\phi_j(\cdot, x, u), j \neq i\) of the system \(\Sigma\) will be sent to \(\Sigma_i\) as the internal inputs (together with an external input \(u\)), and the initial state will be chosen as \(x_i\) (the \(i\)-th mode of \(x\)), then the resulting trajectory of the system \(\Sigma_i\), which is \(\tilde{\phi}_i(\cdot, x_i, v, u)\) will coincide with the trajectory of the \(i\)-th mode of the system \(\Sigma\) on the interval of existence of \(\phi_i\).

This definition of feedback interconnections does not depend on a particular type of control systems which are coupled, and applies to large-scale systems, consisting of heterogeneous components as PDEs, time-delay systems, ODE systems, etc. The definition also applies to different kinds of interconnections, e.g., both for in-domain and boundary interconnections of PDE systems.
6.2. Small-gain theorems in a trajectory formulation. Consider \( n \) forward complete ISS systems \( \Sigma_i := (X_i, PC_b(\mathbb{R}_+, X_{\neq i}) \times \mathcal{U}, \hat{\phi}_i), i = 1, \ldots, n \), where all \( X_i, i = 1, \ldots, n \) and \( \mathcal{U} \) are normed linear spaces.

ISS property is introduced in Section 1.4 in terms of the norm of the whole input, and this is not suitable for the consideration of coupled systems, as we are interested not only in the collective influence of all inputs over a subsystem but in the influence of particular subsystems over a given subsystem. It is much more suitable to reformulate the ISS property in the following way:

**Lemma 6.2.** [165] A forward complete system \( \Sigma_i \) is ISS (in summation formulation) if there exist \( \gamma_{ij}, \gamma_i \in \mathcal{K} \cup \{0\}, j = 1, \ldots, n \) and \( \beta_i \in \mathcal{KL} \), such that for all initial values \( x_i \in X_i \), all internal inputs \( w_{\neq i} := (w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_n) \in PC_b(\mathbb{R}_+, X_{\neq i}) \), all external inputs \( u \in \mathcal{U} \) and all \( t \in \mathbb{R}_+ \) the following estimate holds:

\[
\|\hat{\phi}_i(t, x_i, (w_{\neq i}, u))\|_{X_i} \leq \beta_i \left( \|x_i\|_{X_i}, t \right) + \sum_{j \neq i} \gamma_{ij} \left( \|w_j\|_{[0, t]} \right) + \gamma_i \left( \|u\|_{\mathcal{U}} \right).
\]

We collect all the internal gains in the matrix \( \Gamma^{ISS} := (\gamma_{ij})_{i,j=1,\ldots,n} \), which we call the gain matrix. For a given gain matrix \( \Gamma^{ISS} \) define the operator \( \Gamma^{ISS}_\oplus : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \) by

\[
\Gamma^{ISS}_\oplus(s) := \left( \sum_{j=1}^n \gamma_{1j}(s_j), \ldots, \sum_{j=1}^n \gamma_{nj}(s_j) \right)^\top, \quad s = (s_1, \ldots, s_n)^\top \in \mathbb{R}_+^n.
\]

Furthermore, for \( \alpha_i \in \mathcal{K}_\infty, i = 1, \ldots, n \) define \( D : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \) by

\[
D(s_1, \ldots, s_n)^\top := ((\text{id} + \alpha_1)(s_1), \ldots, (\text{id} + \alpha_n)(s_n))^\top.
\]

A fundamental role will be played by the following operator conditions:

**Definition 6.3.** We say that a nonlinear operator \( A : \mathbb{R}_+^n \rightarrow \mathbb{R}_+^n \) satisfies

- the small-gain condition, if

\[
A(s) \not\geq s, \quad \forall s \in \mathbb{R}_+^n \setminus \{0\}.
\]

- the strong small-gain condition, if there is a map \( D \) as in (6.7), such that

\[
(A \circ D)(s) \not\geq s, \quad \forall s \in \mathbb{R}_+^n \setminus \{0\}.
\]

Now we can formulate the small-gain sufficient condition for ISS of networks of nonlinear ISS systems.

**Theorem 6.4** (ISS Small-gain theorem, [174]). Let \( \Sigma_i := (X_i, PC_b(\mathbb{R}_+, X_{\neq i}) \times \mathcal{U}, \hat{\phi}_i), i = 1, \ldots, n \) be control systems, where all \( X_i, i = 1, \ldots, n \) and \( \mathcal{U} \) are normed linear spaces. Assume that \( \Sigma_i, i = 1, \ldots, n \) are forward complete systems, satisfying the ISS estimates as in Lemma 6.2, and that the interconnection \( \Sigma = (X, \mathcal{U}, \phi) \) is well-defined and possesses the BIC property.

If \( \Gamma^{ISS}_\oplus \) satisfies the strong small gain condition (6.9), then \( \Sigma \) is ISS.

**Proof.** The idea of the proof is to verify the UGS and the UAG properties for the interconnection, and then use the ISS Superposition Theorem 2.7 to show ISS of the interconnection. For ODE systems this proof strategy has been proposed in [58]. However, in the ODE case it was sufficient to show UGS and a non-uniform asymptotic gain property and then use the characterizations of ISS for ODEs shown in [212]. For infinite-dimensional systems, one has to prove the UAG property, which is a more difficult task. 

\[\Box\]
Section 6.3. Small-gain theorems in a Lyapunov formulation. As in most cases ISS of nonlinear systems is verified by the construction of an appropriate ISS Lyapunov function, it is a natural desire, to use in the formulation of the small-gain theorems the information about the ISS Lyapunov functions for subsystems instead of using ISS estimates for subsystems. In this section, we show that this is possible and moreover, this results in a method for the construction of ISS Lyapunov functions for the overall system if ISS Lyapunov functions for the subsystems are known.

Consider $n \in \mathbb{N}$ forward complete systems $\Sigma_i := (X_i, PC_b(\mathbb{R}_+, X_{\neq i}) \times \mathcal{U}, \bar{\phi}_i)$, $i = 1, \ldots, n$, where all $X_i$, $i = 1, \ldots, n$ and $\mathcal{U}$ are normed linear spaces. Let also $\Sigma = (X, \mathcal{U}, \phi)$ be a well-defined interconnection of $\Sigma_i$, $i = 1, \ldots, n$, as explained in Section 6.1.

Furthermore, assume that all $\Sigma_i$, $i = 1, \ldots, n$ are ISS and we know corresponding coercive ISS Lyapunov functions $V_i : X_i \to \mathbb{R}_+$, i.e. continuous functions for which there exist functions $\psi_i, \psi_{i2} \in \mathcal{K}_\infty$, $\chi \in \mathcal{K}$ and positive definite function $\alpha_i$, such that

$$\psi_i(||x_i||_{X_i}) \leq V_i(x_i) \leq \psi_{i2}(||x_i||_{X_i}), \quad \forall x_i \in X_i$$

and for all $x_i \in X_i$, all $x_{\neq i} = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \in X_{\neq i}$, all $v_i \in PC_b(\mathbb{R}_+, X_{\neq i})$ with $v_i(0) = x_{\neq i}$ and all $u \in \mathcal{U}$ the following implication holds

$$(6.10) \quad V_i(x_i) \geq \max\left\{\max_{j=1}^{n} \chi_{ij}(V_j(x_j)), \chi_i(||u||_\mathcal{U})\right\} \Rightarrow \dot{V}_{i,u,u}(x_i) \leq -\alpha_i(V_i(x_i)),$$

where

$$(6.11) \quad \dot{V}_{i,u,u}(x_i) = \lim_{t \to +0} \frac{1}{t} (V_i(\bar{\phi}_i(t, x_i, (v_i, u))) - V_i(x_i)).$$

In analysis of the interconnection $\Sigma$, we are primarily interested in internal inputs of a specific form. Pick arbitrary $x \in X$ and $u \in \mathcal{U}$ and define for $i = 1, \ldots, n$ the following quantities:

$$(6.12) \quad \phi_i := \phi_i(\cdot, x, u), \quad \phi_{\neq i} = (\phi_1, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_n).$$

As $\Sigma$ is a well-defined interconnection, the equality (6.4) holds with the input $\phi_{\neq i}$, containing the modes of the coupled system. Consequently, for $v_i := \phi_{\neq i}$ the Lie derivative (6.11) takes form:

$$(6.13) \quad \dot{V}_{i,u}(x_i) := \dot{V}_{i,\phi_{\neq i},u}(x_i) = \lim_{t \to +0} \frac{1}{t} \left(V_i(\phi_i(t, x, u)) - V_i(x_i)\right).$$

In the following we exploit the implication form as in (6.10) and assume, that for all $i = 1, \ldots, n$ for Lyapunov function $V_i$ of the $i$-th system the gains $\chi_{ij}, j = 1, \ldots, n$ and $\chi_i$ are given.

Gains $\chi_{ij}$ characterize the interconnection structure of subsystems. Let us introduce the gain operator $\Gamma_\phi : \mathbb{R}_+^n \to \mathbb{R}_+^n$ defined by

$$(6.14) \quad \Gamma_\phi(s) := \left(\max_{j=1}^{n} \chi_{1j}(s_j), \ldots, \max_{j=1}^{n} \chi_{nj}(s_j)\right), \quad s \in \mathbb{R}_+^n.$$
DEFINITION 6.5. A function \( \sigma = (\sigma_1, \ldots, \sigma_n)^T : \mathbb{R}_+^n \to \mathbb{R}_+^n \), where \( \sigma_i \in K_\infty \), \( i = 1, \ldots, n \) is called an \( \Omega \)-path, if it possesses the following properties:

1. \( \sigma_i^{-1} \) is locally Lipschitz continuous on \( (0, \infty) \);
2. for every compact set \( P \subset (0, \infty) \) there are finite constants \( 0 < K_1 < K_2 \) such that for all points of differentiability of \( \sigma_i^{-1} \) we have
   \[
   0 < K_1 \leq (\sigma_i^{-1})'(r) \leq K_2, \quad \forall r \in P;
   \]
3. It holds that
   \[
   \Gamma \otimes (\sigma(r)) < \sigma(r), \quad \forall r > 0.
   \]

Remark 6.6. As shown in [57, Theorem 5.2], if \( \Gamma \otimes \) satisfies the small-gain condition (6.8), then there is an \( \Omega \)-path. An explicit construction of an \( \Omega \)-path with a bit weaker regularity properties is given in [113, Proposition 2.7 and Remark 2.8].

Now we can state a theorem, that provides sufficient conditions for input-to-state stability of a network, consisting of \( n \) ISS subsystems.

Theorem 6.7. Consider a well-posed interconnection \( \Sigma \) of \( n \in \mathbb{N} \) control systems \( \Sigma_i \) with \( i = 1, \ldots, n \) and assume that all \( \Sigma_i \) are ISS with corresponding ISS Lyapunov functions \( V_i \) and internal gains \( \chi_{ij} \). If the corresponding operator \( \Gamma \otimes \) defined by (6.14) satisfies the small-gain condition (6.8), then the whole system \( \Sigma \) is ISS and possesses an ISS Lyapunov function defined by

\[
(6.16) \quad V(x) := \max_i \{\sigma_i^{-1}(V_i(x_i))\},
\]
where \( \sigma = (\sigma_1, \ldots, \sigma_n)^T \) is an \( \Omega \)-path. The Lyapunov gain of the whole system is

\[
\chi(r) := \max_i \sigma_i^{-1}(\chi_i(r)).
\]

Proof. This an extension of [51, Theorem 4], where this result has been formulated for semilinear systems of the form (2.13), which is based on the results in [57].

6.4. Interconnections of integral ISS systems. Small-gain theory can also be developed to study couplings of integral input-to-stable systems (please see Section 2.5 for the definitions). The obtained results and the challenges encountered on this way (e.g., the insufficiency of max-type Lyapunov functions, which we have used in Section 6.3), have been excellently explained in [94]. The formulations and proofs of small-gain theorems for couplings of iISS systems can be extended to the infinite-dimensional setting without radical changes, see [168]. Nevertheless, the application of these theorems for particular examples is more involved than in the ISS case, as although \( L_p \) theory works fine for ISS systems, for iISS systems, it is not always satisfactory and often Sobolev state spaces should be used [168].

In this section we state an iISS small-gain theorem for the semilinear system

\[
\begin{align*}
\dot{x}_i(t) &= A_i x_i(t) + f_i(x_1, x_2, u), \quad i = 1, 2, \\
x_i(t) &\in X_i, \quad u \in U,
\end{align*}
\]
where \( X_i \) is a state space of the \( i \)-th subsystem, and \( A_i : D(A_i) \subset X_i \to X_i \) is a generator of a strongly continuous semigroup over \( X_i \). Let \( X := X_1 \times X_2 \) which is the space of \( x = (x_1, x_2) \), and the norm on \( X \) is defined as \( \|x\|_X = \|x_1\|_{X_1} + \|x_2\|_{X_2} \). In this
section, we assume that there exist continuous functions $V_i : X_i \to \mathbb{R}_+$, $\psi_{i1}, \psi_{i2} \in \mathcal{K}_\infty$, $\alpha_i \in \mathcal{K}$, $\sigma_i \in \mathcal{K}$ and $\kappa_i \in \mathcal{K} \cup \{0\}$ for $i = 1, 2$ such that

\begin{equation}
\psi_{i1}(\|x_i\|_{X_i}) \leq V_i(x_i) \leq \psi_{i2}(\|x_i\|_{X_i}), \quad \forall x_i \in X_i
\end{equation}

and system (6.17) satisfies

\begin{equation}
\dot{V}_i(x_i) \leq -\alpha_i(\|x_i\|_{X_i}) + \sigma_i(\|x_{3-i}\|_{X_{3-i}}) + \kappa_i(\|u(0)\|_U)
\end{equation}

for all $x_i \in X_i$, $x_{3-i} \in X_{3-i}$ and $u \in \mathcal{U}$, where the Lie derivative of $V_i$ corresponding to the inputs $u \in \mathcal{U}$ and $v \in PC_b(\mathbb{R}_+, X_{3-i})$ with $v(0) = x_{3-i}$ is defined by

\begin{equation}
\dot{V}_i(x_i) = \lim_{t \to \theta^+} \frac{1}{t} \left( V_i(\phi_i(t, x_i, v, u)) - V_i(x_i) \right).
\end{equation}

To present a small-gain criterion for the interconnected system (6.17) whose components are not necessarily ISS, we make use of a generalized expression of inverse mappings on the set of extended non-negative numbers $\mathbb{R}_+ := [0, \infty)$. For $\omega \in \mathcal{K}$, define the function $\omega^\ominus : \mathbb{R}_+ \to \mathbb{R}_+$ as

\[ \omega^\ominus(s) = \sup\{v \in \mathbb{R}_+ : s \geq \omega(v)\} = \begin{cases} \omega^{-1}(s), & \text{if } s \in \text{Im } \omega, \\ +\infty, & \text{otherwise.} \end{cases} \]

A function $\omega \in \mathcal{K}$ is extended to $\omega : \mathbb{R}_+ \to \mathbb{R}_+$ as $\omega(s) := \sup_{v \in \{y \in \mathbb{R}_+: y \leq s\}} \omega(v)$. These notations are useful for presenting the following result succinctly.

**Theorem 6.8.** Suppose that

\begin{equation}
\lim_{s \to \infty} \alpha_i(s) = \infty \text{ or } \lim_{s \to \infty} \sigma_{3-i}(s) \kappa_i(1) < \infty
\end{equation}

is satisfied for $i = 1, 2$. If there exists $c > 1$ such that

\begin{equation}
\psi^{-1}_{i1} \circ \psi_{i2} \circ \alpha_i^\ominus \circ c\sigma_1 \circ \psi^{-1}_{21} \circ \psi_{22} \circ \alpha_2^\ominus \circ c\sigma_2(s) \leq s
\end{equation}

holds for all $s \in \mathbb{R}_+$, then system (6.17) is iISS. Moreover, if additionally $\alpha_i \in \mathcal{K}_\infty$ for $i = 1, 2$, then system (6.17) is ISS. Furthermore, one can construct $\lambda_i \in \mathcal{K}$ (see [168, Theorem 6] for details) so that

\begin{equation}
V(x) = \int_0^{V_1(x_1)} \lambda_1(s)ds + \int_0^{V_2(x_2)} \lambda_2(s)ds
\end{equation}

is an iISS (ISS) Lyapunov function for (6.17).

**Remark 6.9.** Condition (6.22) can be called an iISS small-gain condition. On the first glance it may seem a bit technical, but it simplifies considerably if $V_i(x_i) = \psi_i(\|x_i\|_{X_i})$, for some $\psi_1, \psi_2 \in \mathcal{K}_\infty$. In this case $\psi_{i1} = \psi_{i2} = \psi_i$, $i = 1, 2$ and (6.22) takes the form

\begin{equation}
\alpha_i^\ominus \circ c\sigma_1 \circ \alpha_2^\ominus \circ c\sigma_2(s) \leq s.
\end{equation}

The term $\alpha_i^\ominus \circ \sigma_i$ can be interpreted as a Lyapunov gain of the $i$-th subsystem. This interpretation justifies the name “small-gain condition” for (6.22).
Remark 6.10. In Theorem 6.8 we required that the decay rates of the iISS Lyapunov functions $\alpha_i$ are $K$-functions. It was shown in [32, Theorem 1] that existence of an iISS Lyapunov function with such a decay rate implies not only iISS but also strong iISS. This result can be transferred similarly to infinite-dimensional systems. Thus, in Theorem 6.8 we implicitly assume that the subsystems are not only iISS, but strongly iISS.

In small-gain theory for networks of ISS systems, the Lyapunov function is usually constructed in the maximization form, see [51, 57], etc. The use of the summation form (6.23) for systems which are not necessarily ISS is motivated by the limitation of the maximization form and clarified in [95] for finite-dimensional systems.

Having Theorem 6.8 in mind, the following strategy can be used to study ISS/iISS of coupled systems: first to construct ISS or iISS Lyapunov functions for subsystems, next to verify the small-gain condition and to apply small-gain results to justify ISS or iISS of the interconnection respectively.

However, even construction of Lyapunov functions for subsystems can be a complex task, and not only in view of a higher complexity in dealing with Lyapunov functions in infinite dimensions, but also due to the necessity to choose the state spaces in a right way and to match them with the state and input spaces for other subsystems. In particular, for construction of iISS and ISS Lyapunov functions for some classes of nonlinear parabolic systems, it is necessary to exploit Sobolev spaces as state spaces. An example of using Theorem 6.8 together with Proposition 3.34 and other results on constructions of ISS Lyapunov functions to study the stability of coupled highly nonlinear parabolic systems one can find in [168], see also Section 6.6.

6.5. Cascade interconnections. Consider an interconnection of two evolution equations of the form (6.17), where the right-hand side $f_2$ does not depend on $x_1$. In other words, the second subsystem does not depend on the dynamics of the first system, but it influences the dynamics of the first system. Such interconnections are called cascade interconnections.

The fact that a cascade interconnection of two input-to-state stable ODE systems is itself ISS, was already shown in [208], and can be obtained as a trivial consequence of Theorem 6.4 for cascade interconnections of an arbitrary finite number of systems of a rather general nature. In contrast to this, a cascade interconnection of two iISS systems is iISS only under some additional conditions, see [5, 31]. If these conditions are not met, a cascade interconnection of two iISS systems is not necessarily iISS, as shown in [5, Example 1]. The failure of this important property was one of the motivations to introduce the strong iISS property in [32]. In [33] it was shown that cascade interconnections of strongly iISS ODE systems are again strongly iISS.

6.6. Example. In this section, we show how the iISS small-gain theorem can be applied for the analysis of stability of coupled parabolic PDEs. Consider the system

\[
\begin{align*}
\frac{\partial x_1}{\partial t}(z,t) &= \frac{\partial^2 x_1}{\partial z^2}(z,t) + x_1(z,t)x_2^4(z,t), \\
x_1(0,t) &= x_1(\pi,t) = 0, \\
\frac{\partial x_2}{\partial t}(z,t) &= \frac{\partial^2 x_2}{\partial z^2}(z,t) + ax_2(z,t) - bx_2(z,t) \left( \frac{\partial x_2}{\partial z}(z,t) \right)^2 + \left( \frac{x_1^2(z,t) + 1}{1 + x_1^2(z,t)} \right)^{\frac{1}{2}}, \\
x_2(0,t) &= x_2(\pi,t) = 0.
\end{align*}
\]

(6.25)

defined on the region $(z,t) \in (0, \pi) \times (0, \infty)$. The state spaces for subsystems we choose as $X_1 := L_2(0, \pi)$ for $x_1(\cdot,t)$ and $X_2 := H_0^1(0, \pi)$ for $x_2(\cdot,t)$. 


Our aim is to analyze for which values of parameters $a, b$ the overall system is 0-UGAS. It may be difficult to find a Lyapunov function ensuring this property directly, thus we exploit the iISS small-gain theorem. We omit most of the computations and refer to [168] for the full analysis.

(i) $x_1$-subsystem is a generalized bilinear system as in (3.17), and thus it is iISS and possesses an iISS Lyapunov function, given by

$$V_1(y_1) := \ln \left(1 + \|y_1\|_{L_2(0,\pi)}^2\right),$$

with the corresponding Lie derivative:

$$\dot{V}_1(y_1) \leq -\frac{2\|y_1\|_{L_2(0,\pi)}^2}{1 + \|y_1\|_{L_2(0,\pi)}^2} + 8\|y_2\|_{H_0(0,\pi)}^4.$$

(ii) $x_2$-subsystem is ISS, which can be proved by construction of an ISS Lyapunov function

$$V_2(y_2) = \int_0^\pi \left(\frac{\partial y_2}{\partial l}(z)\right)^2 dz = \|y_2\|_{H_0(0,\pi)}^2,$$

satisfying for any $\omega > 0$ the dissipation inequality

$$\dot{V}_2(y_2) \leq -2(1 - a - \omega)\|y_2\|_{H_0(0,\pi)}^2 - \frac{2b}{3\pi}\|y_2\|_{H_0(0,\pi)}^4 + \frac{\pi}{\omega}\left(\frac{\|y_1\|_{L_2(0,\pi)}^2}{1 + \|y_1\|_{L_2(0,\pi)}^2}\right).$$

(iii) Now we collect the findings of (i) and (ii). Assume that $a < 1$ and $b \geq 0$. For the space $X = L_2(0,\pi) \times H_0^1(0,\pi)$, the Lyapunov functions defined as (6.26) and (6.28) for the two subsystems satisfy (6.18) with the class $K_\infty$ functions $\psi_{11} = \psi_{12} : s \mapsto \ln(1 + s^2)$ and $\psi_{21} = \psi_{22} : s \mapsto s^2$. Due to (6.27) and (6.29), we have (6.19) for

$$\alpha_1(s) = \frac{2s^2}{1 + s^2}, \quad \sigma_1(s) = 8s^4, \quad \kappa_1(s) = 0,$$

$$\alpha_2(s) = 2\left(1 - a - \frac{\omega}{2}\right)s^2 + \frac{2b}{3\pi}s^4, \quad \sigma_2(s) = \frac{\pi}{\omega}\left(\frac{s^2}{1 + s^2}\right), \quad \kappa_2(s) = 0,$$

defined for any $\omega \in (0, 2(1 - a)]$. For these functions, condition (6.22) holds for all $s \in \mathbb{R}_+$ if and only if

$$\frac{12c^2\pi^2}{b\omega} \left(\frac{s^2}{1 + s^2}\right) \leq \frac{2s^2}{1 + s^2}, \quad \forall s \in \mathbb{R}_+$$

is satisfied. Thus, there exists $c > 1$ such that (6.22) holds if and only if $6\pi^2/b < \omega$ holds. Combining this with $\omega \in (0, 2(1 - a)]$, $a < 1$ and $b \geq 0$, Theorem 6.8 establishes UGAS of $x = 0$ for the whole system (6.25) when

$$a + \frac{3\pi^2}{b} < 1, \quad b \geq 0.$$
6.7. Interconnections of an infinite number of systems. Stability and control of infinite interconnections have received significant attention during the last decades. In particular, a large body of literature is devoted to spatially invariant systems consisting of an infinite number of components, interconnected with each other by means of the same pattern [9, 10, 19, 45], etc. Input-to-state stability theory can be applied to general infinite interconnections with nonlinear components without the assumption of the spatial invariance, which is the subject of an active ongoing research, see recent papers [125, 53, 55, 166, 181].

Infinite networks with linear gains. In [125] tight small-gain conditions for networks consisting of a countably infinite number of finite-dimensional continuous-time systems have been developed. The main assumption in [125] is that each subsystem is exponentially ISS with respect to internal and external inputs and possesses an exponential ISS Lyapunov function, which is given in dissipative form. The associated gain functions reflecting the interaction with neighbors are assumed to be linear. The corresponding gain operator, which collects all the information about the internal gains and is denoted by \( \Psi \), is given in a sum form and hence is linear as well. Note that for infinite networks \( \Psi \) acts in an infinite-dimensional space, in contrast to couplings of \( N \in \mathbb{N} \) systems of arbitrary nature (possibly infinite-dimensional), studied in Section 6.3.

The main result of [125] states that if \( r(\Psi) < 1 \), then the whole interconnection is exponentially ISS and it is possible to construct a coercive exponential ISS Lyapunov function for the overall network as a weighted sum of ISS Lyapunov functions of subsystems. This result is a non-trivial generalization of [48, Proposition 3.3] from finite networks to infinite networks. The argument for finite networks in [48] is based on the Perron-Frobenius theorem. However, existing infinite-dimensional versions of the Perron-Frobenius theorem including the Krein-Rutman theorem [133], are not applicable to infinite couplings as they require at least quasi-compactness of the gain operator, which is a quite strong assumption. To overcome this obstacle, in [125] alternative methods of the spectral theory of linear positive operators in ordered Banach spaces are applied in [125].

In [181] the small-gain theorem from [125] has been extended to address exponential input-to-state stability with respect to closed sets, which in turn was applied to the stability analysis of infinite time-varying networks, to dynamic weighted average consensus in infinite multi-agent systems, as well as to the design of distributed observers for infinite networks.

Infinite networks with nonlinear gains. In contrast to the case of linear gains, described in the previous passage, there are no decisive small-gain results for infinite networks with nonlinear gains. Next we describe some partial results, which reveal the challenges arising on this way. In [56] it is shown that a countably infinite network of ISS systems is ISS, provided that the gain functions capturing the influence from the neighboring subsystems are all less than identity which is a rather conservative condition. By means of examples, it is shown in [53] that classic max-form small-gain conditions developed for finite-dimensional systems [57] do not imply ISS of the interconnection in the case of infinite networks, even for linear ones. To address this issue, more restrictive robust strong small-gain conditions are developed in [53]. While the small-gain theorems in [53, 56] are formulated in terms of ISS Lyapunov functions, a preliminary trajectory-based small-gain theorem for infinite networks is provided in [166], where the key role is played by a kind of “monotone invertibility” of \( \text{id} - \Gamma \), where \( \Gamma \) is the gain operator. The result however is again not final, and much more investigations are needed.
Open Problem 6.11. Small-gain results presented in this section use various types of the small-gain conditions: spectral small-gain condition [125], robust strong small-gain condition [53], existence of a so-called $\Omega$-path for a gain operator $\Gamma$ [53], as well as “monotone invertibility” of $\text{id} - \Gamma$ [166]. The relations between these conditions are known for finite networks, but are unclear for infinite networks. Understanding of these relationships and using of this knowledge to obtain ISS small-gain theorems for infinite networks with nonlinear gains is a challenging open problem.

7. Input-to-state stability of time-delay systems. The study of ISS of time-delay systems has been initiated in 1998 in a seminal paper [223], and now it is a rich theory with a broad range of applications. In this section, we give a rather brief overview of the ISS theory of retarded time-invariant differential equations, with an emphasis on the relationship between the ISS theory of delay systems and the ISS theory for general infinite-dimensional systems, described previously. Such important topics as ISS of time-variant retarded differential equations, systems with varying delays, neutral differential equations as well as iISS theory of delay systems are outside of the scope of this survey. Applications of ISS theory to robust control of delay systems are not covered here as well, please see, e.g., [122] for some results in this direction.

7.1. Retarded differential equations. We consider retarded differential equations of the form

\[
\dot{x}(t) = f(x_t, u_t), \quad t > 0,
\]

where we denote $x_t(s) := x(t + s)$, $u_t(s) = u(t + s)$, $s \in [-T_d, 0]$, for all $t \geq 0$, and $T_d > 0$ is the fixed (maximal) time-delay.

For (7.1) we choose for a certain $n \in \mathbb{N}$ the state space $X := C([-T_d, 0], \mathbb{R}^n)$, endowed with the usual supremum norm, defined for any $x \in X$ by

\[
\|x\|_X := \sup_{t \in [-T_d, 0]} |x(t)|.
\]

We assume here that $U := \mathbb{R}^n$ and that input $u$ belongs to the space $U := L_\infty([-T_d, +\infty), U)$ of globally essentially bounded, measurable functions $u : [-T_d, +\infty) \to U$. The norm of $u \in U$ is given by $\|u\|_U := \text{ess sup}_{t \geq -T_d} |u(t)|$.

Definition 7.1. We say that $\zeta \in C([-T_d, \tau], \mathbb{R}^n)$, $\tau > 0$ is a solution of (7.1) on $[-T_d, \tau)$ subject to an initial condition $x \in X$ and an input $u \in U$, if $\zeta$ is absolutely continuous on $[-T_d, \tau]$, satisfies the initial condition $\zeta(s) = x(s)$ for $s \in [-T_d, 0]$ and the equation $\dot{\zeta}(t) = f(\zeta_t, u_t)$ holds almost everywhere on $(0, \tau)$.

We say that $\zeta \in C([-T_d, +\infty), \mathbb{R}^n)$ is a solution of (7.1) on $[-T_d, +\infty)$ subject to an initial condition $x \in X$ and an input $u \in U$, if $\zeta$ is a solution of (7.1) on $[-T_d, s)$ for each $s > 0$.

For any function $g : \mathbb{R} \to S$, where $S$ is an arbitrary set, define by $g|_{[a, b]}$ a restriction of $g$ to the interval $[a, b] \subset \mathbb{R}$, that is a function $g|_{[a, b]} : [a, b] \to S$ with $g|_{[a, b]}(s) = g(s)$, $s \in [a, b]$.

Proposition 7.2. Assuming that for each $x \in X$ and each $u \in U$ there exists the unique (maximal) solution $\zeta$ as in Definition 7.1 of (7.1) with the interval of existence $[-T_d, t^*(x, u)]$, consider a map $\phi : D_\phi \to X$ by setting $D_\phi := \bigcup_{x \in X} \{x \in X, u \in U, 0, t^*(x, u)\} \times \{x, u\}$, and $\phi(x, u) := \zeta|_{[-T_d, t^*(x, u)]}$. Then $\Sigma := (X, U, \phi)$ is a control system according to Definition 1.3.
Proof. Direct verification of the axioms of Definition 1.3.

To ensure local existence and uniqueness of solutions of (7.1) one can pose the following assumption on the nonlinearity $f$.

**Assumption 9.** We suppose that:

(i) $f : X \times L_\infty([-T_d, 0], \mathbb{R}^m) \to \mathbb{R}^n$ is Lipschitz continuous in $x$ on bounded subsets of $X$ and $L_\infty([-T_d, 0], \mathbb{R}^m)$, i.e. for all $C > 0$, there exists a $L_f(C) > 0$, such that for all $x, y \in B_C$ and for all $v \in L_\infty([-T_d, 0], \mathbb{R}^m)$, $\|v\|_\infty \leq C$, it holds that

\[
    |f(x, v) - f(y, v)| \leq L_f(C)\|x - y\|_X.
\]

(ii) $f(x, \cdot)$ is continuous for all $x \in X$.

(iii) For each $u \in \mathcal{U}$ and each $x \in X$ the map $t \mapsto f(x, u_t)$ is measurable in $t$.

(iv) For each $u \in \mathcal{U}$ there is a locally Lebesgue integrable function $\mu_u : \mathbb{R} \to \mathbb{R}_+$ so that $|f(0, u_t)| \leq \mu_u(t)$ for all $t \in \mathbb{R}_+$.

**Proposition 7.3.** If Assumption 9 holds, then $\Sigma := (X, U, \phi)$ is a control system.

**Proof.** Pick any $u \in \mathcal{U}$, and consider the system

\[
    \dot{x} = f_u(x_t, t) := f(x_t, u_t).
\]

Clearly, $f_u$ is Lipschitz continuous w.r.t. the first argument (on bounded subsets of $X$). Item (iii) of Assumption 9 ensures that for each fixed $x \in X$ the map $t \mapsto f_u(x, t)$ is measurable. Items (i) and (iv) of Assumption 9 ensure that for each given $R > 0$ and all $x \in B_R$ it follows that

\[
    |f_u(x, t)| = |f(x, u_t)| \leq |f(x, u_t)| - f(0, u_t) + |f(0, u_t)| \leq L_f(R) + \mu_u(t).
\]

As $\mu_u$ is a locally Lebesgue integrable function, estimate (7.4) shows that the right-hand side $f_u$ of (7.3) satisfies Caratheodory conditions, see [85, Section 2.6], and results in [85, Sections 2.2, 2.6] show that for any $x \in X$ and any $u \in \mathcal{U}$ the equation (7.1) possesses for given initial condition $x$ and an input $u$ the unique solution. By Proposition 7.2 we obtain that $\Sigma$ is a control system.

An important special class of systems (7.1) are delay systems, which do not depend on past values of inputs:

\[
    \dot{x}(t) = f(x_t, u(t)), \quad t > 0.
\]

For such systems the item (iv) in Assumption 9 becomes redundant, as $t \mapsto |f(0, u(t))|$ is a measurable function (as a composition of a continuous function $s \mapsto |f(0, s)|$ and a measurable function $u$. Besides generality, one of the reasons to study systems (7.1) is a possibility to study small-gain theorems for delay systems (for which it is necessary to consider the states of other subsystems as internal inputs).

Before we proceed to an overview of ISS results for delay systems (7.1), let us mention that the ISS property for delay systems is usually restated in the literature in an equivalent form:

**Proposition 7.4.** System (7.1) is ISS if and only if there exist functions $\beta \in K\mathcal{L}$ and $\gamma \in K_\infty$, such that for every $x \in X$, every $u \in \mathcal{U}$, and all $t \in \mathbb{R}_+$, it holds that

\[
    |x(t)| \leq \beta(\|x\|_X, t) + \gamma(\|u\|_\infty).
\]

**Proof.** See, e.g., [162, Proposition 1.4.2].
Open Problem 7.5. Although the ISS Superposition theorem (Theorem 2.7) is valid for time-delay systems, it is possible that for time-delay systems tighter results can be obtained. In particular, it is not known whether forward completeness and boundedness of reachability sets are equivalent properties for time-delay systems (for the ODE case such a claim is true [145] and for general infinite-dimensional systems it is false [174]), and whether LIM and ULIM properties are equivalent notions, see [173] for more detailed discussions on this topic.

7.2. ISS Lyapunov theory for time-delay systems. As time-delay systems (7.1) and (7.5) are a special case of control systems considered in this paper, all results presented for general control systems, as direct Lyapunov theorem (Theorem 2.18), ISS superposition theorem (Theorem 2.7) and small-gain theorem in terms of trajectories (Theorem 6.4), remain valid for delay equations. Linear time-delay systems also fall into the class of abstract linear systems studied in Section 3 (see, e.g., [47, Section 2.4], [11], [16]), and thus the criteria for ISS of linear systems can be applied to linear delay systems.

At the same time, Lyapunov theory for delay systems can be substantially refined, partly due to the fact that the state of retarded differential equations changes with time in a very specific way: at a given moment of time a nontrivial change of the state \( x \in X = C([-T_d, 0], \mathbb{R}^n) \) occurs only at zero time, and the history is just “continuously shifted back”. Two different types of Lyapunov techniques are mostly used for retarded differential equations: Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions.

7.2.1. Lyapunov-Krasovskii functionals. We start with a more general Lyapunov-Krasovskii methodology. Thanks to the special kind of dynamics of retarded differential equations, one can compute the derivative of a continuous functional \( V : X \rightarrow \mathbb{R}_+ \) with respect to the system (7.5) for any \( x \in X \) and any continuous input \( u \) as follows ([187, p. 1007]):

\[
\dot{V}_u(x) = \lim_{t \to +0} \frac{1}{t} \left( V(\phi^*(t, x, u)) - V(x) \right),
\]

where \( \phi^*(t, x, u)(s) = \begin{cases} x(s + t), & s \in [-T_d, -t], \\ x(0) + f(x, u(0))(t + s), & s \in [-t, 0]. \end{cases} \)

The expression in (7.7) is also called Driver derivative, and its importance is that it gives a possibility to compute the derivative of the control system with respect to an input without knowledge of a future trajectory of the system (which is needed for general control systems, see (2.8)). See [186] for more on Driver derivatives.

Definition 7.6. A continuous function \( V : X \rightarrow \mathbb{R}_+ \) is called an ISS Lyapunov-Krasovskii functional for a system (7.1), if there exist \( \psi_1, \psi_2, \alpha \in K_\infty \) and \( \chi \in K \) such that

\[
\psi_1(|x(0)|) \leq V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in X
\]

and for all \( x \in X \), any constant input \( u \in U \) the Driver derivative of \( V \) along the trajectories of \( \Sigma \) satisfies

\[
V(x) \geq \chi(|u(0)|) \quad \Rightarrow \quad \dot{V}_u(x) \leq -\alpha(|x(0)|).
\]

Following [187] (assumption \( H_{P1} \), p. 1007), we assume that Lyapunov-Krasovskii functionals satisfy the following hypothesis:
Assumption 10. For any $x \in X$, any $u \in U$ and the corresponding absolutely continuous solution $\phi(\cdot, x, u)$ of (7.5) over a maximal interval $[0, b)$ the following holds for a function $w : [0, b) \to \mathbb{R}_+$, defined by $w(t) := V(\phi(t, x, u))$:

- $w$ is locally absolutely continuous in $[0, b)$
- it holds that
  \[
  \lim_{h \to +0} \frac{w(t + h) - w(t)}{h} = \dot{V}_u(\phi(t, x, u)).
  \]

It has been shown in [186] that the second bullet of Assumption 10 holds almost everywhere if $V$ is Lipschitz on bounded sets (see [186, Theorem 2]).

As $|x(0)| \leq \|x\|_X$ and $-\alpha(\|x\|_X) \leq -\alpha(|x(0)|)$, coercive ISS Lyapunov functions introduced in Definition 2.11 are also ISS Lyapunov-Krasovskii functionals. As the lower bound for an ISS Lyapunov-Krasovskii functional is given in terms of $|x(0)|$, it resembles a non-coercive ISS Lyapunov function. However, the decay rate of the functional is also given in terms of $|x(0)|$, which is much weaker than the decay in terms of $V(x)$ or $\|x\|_X$, required from Lyapunov functions as defined in Definition 2.11. Thus, Lyapunov-Krasovskii functional is a fine-tuned specifically for delay systems version of a Lyapunov function, which is easier to construct and to use, and at the same time existence of such a functional is sufficient for ISS of a time-delay system (7.5), as the following theorem states.

**Theorem 7.7.** If there is an ISS Lyapunov-Krasovskii functional for (7.5), then (7.5) is ISS.

**Proof.** In a somewhat weaker formulation, this result has been shown in an influential paper [187]. The result which we stated was shown recently in [108, Theorem 2], for the proof see [109, Corollary 4.17].

**Remark 7.8.** For a special case of delay systems without inputs (i.e. with $U := \{0\}$), Theorem 7.7 boils down to the classical Lyapunov-Krasovskii theorem for UGAS property, see [85, Theorem 2.1].

**Open Problem 7.9.** A question whether it is possible to weaken the requirement (7.9) further to merely

\[
|x(0)| \geq \chi(\|u\|_U) \quad \Rightarrow \quad \dot{V}_u(\phi(x)) \leq -\alpha(|x(0)|),
\]

remains open, see [36] for some preliminary results and [35] for the positive answer of the closely related question for the iISS property.

The Lyapunov-Krasovskii methodology gives necessary and sufficient conditions for ISS of retarded differential equations. Converse Lyapunov-Krasovskii theorems for UGAS property of retarded equations with disturbances have been obtained in [110].

This motivated the following converse ISS Lyapunov-Krasovskii theorem for delay systems, which is a special case of [123, Theorem 3.3]:

**Theorem 7.10.** If (7.5) is ISS, then there is an ISS Lyapunov-Krasovskii functional $V : X \to \mathbb{R}_+$ for a system (7.5), which is Lipschitz continuous on bounded sets, such that for some $\psi_1, \psi_2 \in K_\infty$ it holds that

\[
\psi_1(\|x\|_X) < V(x) \leq \psi_2(\|x\|_X), \quad \forall x \in X
\]

and there is $\chi \in K$ such that for all $x \in X$, and all $u \in U$ it holds that

\[
\|x\|_X \geq \chi(\|u\|_U) \quad \Rightarrow \quad \dot{V}_u(x) \leq -V(x).
\]
Proof. System (7.5) falls within the class of systems considered in [123] in we assume in [123] that the delay systems are time-invariant, $D := \{0\}$, $Y := X$ and $H(t, x) = x$ for all $t \geq 0$ and $x \in X$. In this case the UIOS property from [123] is precisely the ISS property which we study in this section.

Now [123, Theorem 3.3] guarantees the existence of an ISS Lyapunov-Krasovskii functional with the properties as in the claim of this theorem. Note that for time-invariant systems the functional $V$ constructed in [123, Theorem 3.3, item (d)] does not depend on $t$, and almost Lipschitz continuity of $V$ (see [123, Definition 2.2]) becomes the Lipschitz continuity on bounded sets.

Remark 7.11. Please note the difference between Theorems 7.7 and 7.10: In the direct ISS Lyapunov-Krasovskii Theorem 7.7 fairly mild assumptions on ISS Lyapunov-Krasovskii functionals are imposed, and the converse Theorem 7.10 establishes existence of a coercive ISS Lyapunov-Krasovskii functional with an exponential decay rate.

7.2.2. Lyapunov-Razumikhin functions. Alternative Lyapunov methodology for stability analysis of delay systems is the Lyapunov-Razumikhin approach which reduces the problem of stability analysis for time-delay systems to the stability analysis of delay-free systems, which simplifies the problem considerably. In [223] the Lyapunov-Razumikhin sufficient condition for ISS of time-delay systems has been analyzed from the viewpoint of small-gain theorems.

Definition 7.12. A continuous function $V : \mathbb{R}^n \to \mathbb{R}_+$ is called an ISS Lyapunov-Razumikhin function for system (7.1), if there exist functions $\psi_1, \psi_2, \gamma_1, \gamma_2 \in K_\infty$ with $\gamma_1 < \text{id}$ such that

$$\psi_1(|z|) \leq V(z) \leq \psi_2(|z|), \quad z \in \mathbb{R}^n,$$

and for all $x \in X$ and all constant inputs $u \in U$

$$V(x(0)) \geq \max\{\gamma_1(\|\tilde{V}(x)\|), \gamma_2(\|u(0)\|)\} \implies \dot{V}_u(x) \leq -\alpha(|x(0)|),$$

(7.13)

where $\tilde{V}(x)(s) = V(x(s))$, $s \in [-T_d, 0]$, $\|\tilde{V}(x)\| := \sup_{s \in [-T_d, 0]}|V(x(s))|$ and

$$\dot{V}_u(x) := \lim_{h \to 0^+} \frac{1}{h} \left(V(\phi(h, x, u)(0)) - V(x(0))\right).$$

In [223, Theorem 1] the following has been shown:

Theorem 7.13. If there is an ISS Lyapunov-Razumikhin function for (7.1), then (7.1) is ISS.

Proof. In [223, Theorem 1] under the assumptions of the Theorem the UGS and bUAG properties are shown. ISS of (7.1) then follows from the ISS superposition Theorem 2.7.

In [223] Lyapunov-Razumikhin approach has been applied to study the robustness of the ISS property of ODEs with respect to small delays at the control input.

In many situations, ISS Lyapunov-Razumikhin functions are easier to handle than the more complex Lyapunov-Krasovskii functionals. However, the Lyapunov-Razumikhin framework provides only sufficient conditions for ISS, which are not necessary, even for systems without inputs see [227, Section 4] and [81].
7.3. Small-gain theorems: trajectory formulation. Considerable attention has been devoted to small-gain theorems in terms of trajectories for time-delay systems. To the knowledge of the authors, the first attempt to obtain ISS and, more generally, IOS (input-to-output stability) small-gain results for time-delay systems has been made in [190].

**Definition 7.14.** We say that a control system $\Sigma = (X, U, \phi)$ has the asymptotic gain (AG) property, if there exists $\gamma \in K_\infty$ so that for all $x \in X$, $u \in U$

$$\lim_{t \to \infty} \|\phi(t, x, u)\|_X \leq \gamma(\|u\|_U).$$

In [190] small-gain theorems for couplings of 2 time-delay systems possessing UGS and AG properties have been derived, but no small-gain theorem for ISS property. As AG $\land$ UGS is (possibly) weaker than ISS for time-delay systems, the ISS small-gain theorem has not been obtained in this work. Small-gain theorems for couplings of $n$ time-delay systems with AG $\land$ UGS properties have been obtained in [225] and [189].

The first ISS small-gain theorems, applicable for time-delay systems have been achieved in [112], where the small-gain theorems in terms of trajectories (in maximum formulation) have been shown for couplings of two control systems of a rather general nature, covering in particular time-delay systems.

The obstacle that ISS is (at least potentially) not equivalent to AG $\land$ UGS, was overcome in [226] where ISS small-gain theorems for couplings of $n \geq 2$ time-delay systems have been obtained by using a Razumikhin-type argument, motivated by [223]. In this approach, the delayed state in the right-hand side of a time-delay system is treated as an input to the system, which makes the time-delay system a delay-free system with additional input. However, the transformation of time-delay systems to the delay-free form is not always straightforward.

The small-gain theorem for couplings of $n$ infinite-dimensional systems, which we discussed earlier (Theorem 6.4) is fully applicable to well-posed time-delay systems, as they are a special case of control systems in the sense of Definition 1.3.

7.4. Small-gain theorems: Lyapunov formulation. Small-gain theorems for interconnections of $n$ nonlinear time-delay systems in a Lyapunov-Krasovskii and Lyapunov-Razumikhin formulation have been shown in [54], and extended to impulsive time-delay systems in [50]. A distinct to [54, 50] approach for stability analysis of coupled delay systems has been developed in [113], based on the use of vector Lyapunov functions. These results are proved for a broad class of infinite-dimensional systems, which encompasses time-delay systems, see [113, Section 4.2].

8. Applications. There are numerous applications of ISS theory to control of PDE systems. In this section, we briefly mention some of them, with an intention to show the scope of applications, rather than to be exhaustive.

The Stefan problem represents a liquid-solid phase change phenomenon which describes the time evolution of a material’s temperature profile and the liquid-solid interface position. The closed-loop objective is to stabilize the interface position at the desired position for the one-phase Stefan problem without the heat loss. The problem is modeled by a 1-D heat equation defined on a time-varying spatial domain described by an ODE with a time-varying disturbance. This control problem is solved and ISS property is described in recent papers (see [129, 130, 131]).

The safety factor profile control is a crucial issue in tokamaks since it is about the control of the coupling between the poloidal flux diffusion equation, the time-varying temperature profiles and an independent total plasma current control in fusion. ISS
property is fundamental not only to reject external perturbations but also to study the coupling with dynamical actuators, as current control. See [23, 24, 25, 26] for Lyapunov design control on the safety factor dynamics. See [155, 157] with the coupling with electron temperature profile and finally [156] for real experiments on the tokamaks using Lyapunov based control and ISS properties.

As far as delay systems are concerned, the paper [159] solves asymptotic stabilization of multiple delay systems by using the logarithmic norm technique combined with the “freezing” method, in presence of slowly varying coefficients and nonlinear perturbations. Certain Lyapunov functions are computed for delay systems in [205], and it could be interesting to see whether it is possible to write LMI conditions for the design of ISS Lyapunov functions, generalizing [205]. In [34] the small-gain technique has been used to robustly stabilize delayed neural fields with partial measurement and actuation. See also [140, 142] for a recent control design with a time-varying delay.

Monotonicity methods have been applied to ISS stabilization of linear systems with boundary inputs and actuator disturbances in [170]. In [188] the variable structure control approach has been exploited to design discontinuous feedback control laws (with point-wise sensing and actuation) for ISS stabilization of linear reaction-diffusion-advection equations w.r.t. actuator disturbances.

ISS property is instrumental for a various of control problems, as stabilization of infinite-dimensional systems (see, e.g., [71, 119]) or observer designs (see, e.g., [2]). In [113] vector small-gain theorems for wide classes of systems satisfying weak semigroup property have been proved and applied to the stabilization of the chemostat in [115].

Finally let us cite the works dealing with event-triggering for both hyperbolic PDEs [69, 70, 72] and parabolic PDEs [204] where Lyapunov methods and ISS based triggering controls are designed.

ISS properties of higher-order nonlinear infinite-dimensional systems could be also established. As an application example, consider the semi-linear partial differential equation governing the motion of a railway track, as done in [64]. In this paper, the dynamics of flexible structures with a Kelvin-Voigt damping is studied and a Lyapunov function approach is employed. The main contribution is the proof of an ISS property of mild solutions, where the external input is defined as the force exerted on the railway track by moving trains, active dampers, or other external force.

9. Further topics. In this section, we discuss rather briefly several other topics which received the attention of researchers recently.

9.1. Strong and weak input-to-state stability. Consider a strongly continuous semigroup of linear bounded operators \( T := (T(t))_{t \geq 0} \) over a Banach space \( X \).

Recall that \( T \) is called strongly stable if for any \( x \in X \) it holds that \( T(t)x \to 0 \) as \( t \to \infty \). It is well-known that strong stability of \( T \) is a much weaker property than exponential stability. As there are important classes of control systems which are merely strongly stable [182] (and not exponentially stable), it is of interest to study the robustness of such systems with respect to external inputs in an ISS-like manner. To this end in [174] the following concept has been introduced:

**Definition 9.1.** System \( \Sigma := (X, \mathcal{U}, \phi) \) is called strongly input-to-state stable (sISS), if \( \Sigma \) is uniformly globally stable and has a strong asymptotic gain (sAG) property, which means that there is \( \gamma \in \mathcal{K}_\infty \) such that for all \( \varepsilon > 0 \), \( x \in X \) there is \( \tau = \tau(\varepsilon, x) < \infty \) for which

\[
(9.1) \quad x \in X \wedge u \in \mathcal{U} \wedge t \geq \tau(\varepsilon, x) \Rightarrow \|\phi(t, x, u)\|_X \leq \varepsilon + \gamma(\|u\|_\mathcal{U}).
\]

ISS implies sISS, but the converse implication doesn’t hold for infinite-dimensional
systems in general. In [174, Theorem 12] it was shown, that sISS property can be
restated by means of an ISS-like inequality (1.6) with weaker properties of β. For
ODEs, the notions of sISS and ISS coincide, see [174, Proposition 11]. Strong ISS of
linear systems with unbounded input operators has been investigated in [179].

Assuming in Definition 9.1, that the time τ depends on (ε, x, u) (and not only on
(ε, x)), we arrive at the so-called weak input-to-state stability property, introduced in
[202], where nonlinear boundary controllers for a class of port-Hamiltonian systems
have been constructed, which achieve weak ISS of the closed-loop system. Character-
izations of weak ISS have been reported in [201].

9.2. Input-to-state practical stability. In some cases it is impossible (as in
quantized control) or too costly to construct a feedback, ensuring ISS behavior of the
closed-loop system. To address such applications, a relaxation of the ISS concept has
been proposed in [106], called input-to-state practical stability (ISpS, practical ISS).

**Definition 9.2.** A control system Σ = (X, U, φ) is called (uniformly) input-to-
state practically stable (ISpS), if there are β ∈ KL, γ ∈ K∞ and c > 0 such that

\begin{equation}
\|φ(t, x, u)\|_X ≤ β(\|x\|_X, t) + γ(\|u\|_U) + c.
\end{equation}

ISpS property is extremely useful for stabilization of stochastic control systems [237],
control under quantization errors [206], sample-data control [180], study of intercon-
nections of nonlinear systems by means of small-gain theorems [105, 106], etc.

In the context of infinite-dimensional systems ISpS has been studied in [164],
where superposition theorems for ISpS property have been derived, some of which are
new already for ODE systems. From these characterizations, it follows that existence
of a non-coercive ISS Lyapunov function for a control system with a BRS property
implies ISpS of this system.

9.3. Lur’e systems and circle criterion. Lur’e systems are ubiquitous in con-
trol theory since they come from the interconnection of linear systems with a static
nonlinearity. Again the computation of Lyapunov functions is a fruitful machinery
when combined with the S-procedure, Kalman-Yakubovich-Popov lemma and passiv-
ity arguments. Many works on Lur’e systems deal with ISS, as reviewed in [104].
Circle criterion provides a classical methodology to analyze the ISS property and for
the computations of gains. It allows for the interplay of frequency-domain proper-
ties of the linear component with the sector conditions on the nonlinearity. Such
approaches facilitate the design of stabilizing controllers with isolated nonlinearities,
as nested or non-nested saturations (see [219]), hysteresis and backlash operators (see
[220, 221]), or quantized feedback systems (see [75, 76]). This constructive method
exploits conditions expressed in the form of linear matrix inequalities (LMI) that
are numerically tractable and could be combined with optimization criterion. Not
only finite-dimensional control systems could be considered in this context, but also
infinite-dimensional systems (see in particular [104, 151, 152, 153, 215, 171, 193]).

For linear systems (including infinite-dimensional ones), in closed-loop with Lur’e
feedback laws, ISS properties are derived in [82, 103, 104] by exploiting the Laplace
variable and the transfer function representation of this class of infinite-dimensional
systems. Again some sector bounds are used with circle criterion. It allows to deal
with backlash and play hysteresis. See [104] for an overview of these techniques and
connections with ISS.

Lyapunov function and a verification of the dissipation inequalities is not straightfor-
ward, especially for coupled PDE systems. Paper [1] is devoted (among other problems) to numerical construction of ISS Lyapunov functions for evolution equations by means of the sum-of-squares (SOS) programming method, provided the nonlinearities involved in the formulation of PDEs are polynomial. Besides ISS, also other types of dissipativity conditions are studied in [1] as passivity and induced input-output norm boundedness.

9.5. ISS for monotone parabolic systems. As a rule, it is much harder to analyze ISS of PDE systems with boundary inputs than ISS of PDEs with distributed inputs. Thus, a natural desire is to “transform” boundary disturbances into the distributed ones. Unfortunately, this is not possible for general systems. However, as shown in [170], for monotone control systems this transformation can be achieved in 2 steps: first due to monotonicity of the trajectory with respect to inputs one can estimate the solution for any inputs employing sup- and sub-solutions with constant inputs. Next by using the Dirichlet lifting approach one can transform a nonlinear PDE with boundary constant inputs into a related nonlinear PDE with constant distributed inputs, which makes the analysis of PDEs much simpler, as many approaches discussed in Section 5 can be applied for a modified problem. Please see also [240] for some recent progress in using weak maximum principles for nonlinear parabolic systems.

9.6. ISS of infinite-dimensional impulsive systems. Often in the modeling of real-world phenomena, one has to consider systems, which exhibit both continuous and discontinuous behavior. A general framework for modeling of such phenomena is a hybrid systems theory [79, 83, 200]. Impulsive systems are hybrid systems whose state can jump only at moments, which are given in advance and do not depend on the state of the system. Let \( \mathcal{T} = \{t_1, t_2, t_3, \ldots \} \) be a strictly increasing sequence of impulse times without finite accumulation points.

Consider an impulsive system of the form

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + f(x(t), u(t)), \quad t \in [t_0, \infty) \setminus \mathcal{T}, \\
x(t) &= g(x^-(t), u^-(t)), \quad t \in \mathcal{T},
\end{align*}
\]

where \( x(t) \in X, u(t) \in U, X \) and \( U \) are Banach spaces, \( \mathcal{U} := PC_b(\mathbb{R}_+, U) \) and \( A \) is the infinitesimal generator of a strongly continuous semigroup on \( X \) and \( f, g : X \times U \to X \). Equations (9.3) together with the sequence of impulse times \( \mathcal{T} \) define an impulsive system. The first equation of (9.3) describes the continuous dynamics of the system, and the second describes the jumps of the state at impulse times. This system is not within the class of systems, considered in Definition 1.3, as the trajectories of the system are discontinuous, however, all the main concepts of the ISS framework can be extended to this class of systems.

If both continuous and discrete-time dynamics of (9.3) are ISS, then the impulsive system is ISS uniformly with respect to the set of all impulse time sequences. At the same time, if either continuous or discrete-time part of (9.3) is destabilizing, then the interplay between continuous and discrete-time dynamics becomes essential and ISS can be verified only for some classes of impulse time sequences, described through dwell-time conditions. In order to determine such conditions one constructs a common ISS Lyapunov function for both continuous and discrete dynamics, and studies the hybrid dynamics of the ISS Lyapunov function. In [52] such analysis has been performed for systems (9.3) with both exponential and non-exponential ISS Lyapunov functions, and the corresponding dwell-time-conditions have been developed.
In [50] ISS of impulsive time-delay systems has been studied by means of Lyapunov-Krasovskii functionals and Lyapunov-Razumikhin functions.

10. **Open problems.** Here we outline some important open problems and perspective research fields in the ISS theory of infinite-dimensional systems and its applications to robust control. Other open questions have been introduced throughout this survey.

10.1. **Infinite-dimensional integral ISS theory.** For finite-dimensional systems, the class of integral ISS systems is much broader than the class of ISS systems. At the same time, the counterparts of such important theoretical results in the ISS theory as the non-Lyapunov characterizations and criteria in terms of Lyapunov functions, as well as the small-gain theorems, can be established in the case of iISS systems, which has made integral ISS theory an important milestone in the development of ISS theory. On the other hand, the integral ISS theory for infinite-dimensional systems remains rather unexplored.

- Superposition theorems (counterparts of Theorem 2.7) are not available (for ODEs see [4, 209]).
- Full understanding of relations between ISS and integral ISS for linear systems with unbounded operators is still missing.
- ISS Lyapunov functions defined in a dissipative form are by definition iISS Lyapunov functions. Thus the existence of iISS systems which are not ISS would suggest, that there are some limitations of the Lyapunov method at least for systems with unbounded input operators. Whether such limitations exist at all and how significant they are is a completely open question. In [84] a method has been proposed on how to show that ISS implies iISS for finite-dimensional systems without usage of Lyapunov functions. This may be helpful to establish such an implication also for infinite-dimensional systems with Lipschitz continuous nonlinearities.
- Properties of non-coercive iISS Lyapunov functions have not been investigated right now.
- Theory of couplings of infinite-dimensional iISS systems is far less complete than in the ISS case (see [94] for a survey of such results in ODE case).
- Integral ISS theory for bilinear systems with unbounded bilinear operators is in its infancy.
- Strong iISS concept, introduced in [32] for ODEs and briefly discussed in this survey (Sections 2.5, 3.6), has not been analyzed till now.

10.2. **Input-to-output stability theory.** In many cases, it is not necessary (or is a too strong requirement) to have the stability of a system with respect to the full set of state variables. This calls for the generalization of the input-to-state stability concept to the systems with outputs.

**Definition 10.1.** A *(time-invariant)* system with outputs is given by a system \( \Sigma := (X, U, \phi) \) (where \( X, U \) are Banach spaces) together with

(i) A normed linear space \( Y \) called the measurement-value or output-value space; and

(ii) A map \( h : X \times U \to Y \) called the measurement map.

Systems with outputs appear in various contexts in systems and control theory. In particular, in many cases, the state of the system cannot be measured directly, and only certain functions of the state and input are available for control purposes. These functions can be treated as outputs, which gives rise to the system with outputs.
Another interest in such systems comes from the considerations of stability with respect to outputs.

**Definition 10.2.** A forward-complete system with outputs $\Sigma$ is called input-to-output stable (IOS), if there exist $\beta \in K\mathcal{L}$ and $\gamma \in K_\infty$ such that for all $x \in X$, $u \in U$ and all $t \geq 0$ the following holds

$$
\|h(\phi(t, x, u), u)\|_Y \leq \beta(\|x\|_X, t) + \gamma(\|u\|_U).
$$

If $h(x, u) = x$, IOS boils down to the classical ISS property. Other choices for the output function can be: tracking error, observer error, drifting error from a targeted set, etc. In this case, IOS represents robust stability of control systems with respect to the given errors. There are several properties, which are closely related to output stability, as partial stability, [233] and stability with respect to two measures, see, e.g., [224].

For finite-dimensional systems the IOS theory is quite rich, see, e.g., [4, 214, 224]. At the same time, there are few results on IOS theory in the context of infinite-dimensional systems (except for delay systems). Some exceptions include the small-gain results for IOS systems in [12, 113].

**10.3. ISS of fully nonlinear PDEs.** The absolute majority of PDE systems, which have been analyzed for robustness within the ISS framework, are either linear or belong to the class of semilinear systems, which can be written in the form (2.13). In semilinear systems, the nonlinear part is assumed to be Lipschitz continuous, and in particular, it is bounded on bounded balls. Hence the “unbounded part” of the system (2.13) is linear.

However, many important PDEs as porous medium equation [232] and Navier-Stokes equations do not fall into this category. This calls for looking onto a more general class of infinite-dimensional problems, which will include fully nonlinear PDEs. For systems without inputs, the theory of nonlinear semigroups [44, 124, 161] gives a powerful method for the unified study of such equations. General methods for investigation of ISS for systems from this class are highly desirable.

**10.4. Robust control design.** As it has been already explained, the Lyapunov approach is useful for ISS analysis of PDE systems and for the design of boundary controllers ensuring an ISS property of the closed-loop system. In this latter context, the theory and sufficient conditions, written in terms of Lyapunov functions, could be seen as a design condition of many boundary or internal robust controllers for various control problems. Related works on robust control design include $\mathcal{H}_\infty$ design as done in, e.g., [46, 47, 194]. See also transfer functions techniques for robust control design as presented in particular in [13, 15, 104, 146]. Many open control problems exist in the literature for robust control designs, as the drilling problem (see [195] and references therein), and the flexible structure control in aircraft (see in particular [60, 191]) to point out only a few robust control problems. Use of ISS techniques for robust control design is, to a large extent, still an open problem.

Above described problems constitute only a small portion of the problems which can be explored in the infinite-dimensional ISS theory. In particular, **ISS of time-varying infinite-dimensional systems** is in its infancy and **ISS theory for infinite-dimensional discrete-time and hybrid systems** is almost unexplored.

**11. Conclusion and discussion.** In this paper, we outlined the state of the art in the input-to-state stability theory of infinite-dimensional systems. It includes the
results both for linear and nonlinear systems and encompasses such distinct methods as Lyapunov theory, dynamical systems, semigroup and admissibility theory, PDE theory, etc.

Section 2 contains a description of a rather general class of control systems and presents fundamental criteria for ISS of infinite-dimensional systems in terms of coercive and non-coercive ISS Lyapunov functions as well as ISS superposition theorems. Powerful functional-analytic criteria for ISS of linear systems based on semigroup and admissibility theories, with a particular emphasis on linear boundary control systems, were provided in Sections 3 and 4. Next important classes of control systems were studied in Section 5, where it has been shown how ISS Lyapunov functions can be exploited for ISS analysis of nonlinear PDE systems with both boundary and distributed disturbances. In Section 6 sufficient conditions for stability of networks consisting of infinite-dimensional ISS systems were given. Special attention was given to delay systems in Section 7, in which the connections between the ISS theory for delay systems and previously presented general methods were derived. In Section 8 a short review of broad applications of ISS theory was given. Section 9 contains further results in infinite-dimensional ISS theory, which do not fall in the context of the previous sections. Throughout the survey, it was emphasized that the ISS theory of infinite-dimensional systems is not a complete subject and a number of challenging questions are open, some of which are stated throughout the text and in Section 10.

12. Appendix.

12.1. Inequalities. We collect here several inequalities, used throughout the paper.

Proposition 12.1 (Cauchy’s inequality with ε). For all $a, b \geq 0$ and all $\varepsilon > 0$ it holds that

$$ab \leq \frac{\varepsilon}{2} a^2 + \frac{1}{2\varepsilon} b^2.$$  \hfill (12.1)

Proof. See [178, p. 20]. \hfill \Box

Proposition 12.2 (Jensen’s inequality). For any convex $f : \mathbb{R} \to \mathbb{R}$ and any summable $x$

$$\int_0^L f(x(l))dl \geq L f\left(\frac{1}{L} \int_0^L x(l)dl\right).$$ \hfill (12.2)

Proof. See [73, p. 705]. \hfill \Box

Proposition 12.3 (Poincare’s inequality). For every $x \in W^{2,1}(0, L)$ so that either $x(0) = 0$ or $x(1) = 0$ it holds that

$$\frac{4L^2}{\pi^2} \int_0^L \left(\frac{\partial x(l)}{\partial l}\right)^2 dl \geq \int_0^L x^2(l)dl.$$  \hfill (12.3)

Proposition 12.4 (Agmon’s inequality). For all $f \in H^1(0, L)$ it holds that

$$\|f\|_{L^\infty(0, L)}^2 \leq |f(0)|^2 + 2\|f\|_{L^2(0, L)} \left\|\frac{df}{dl}\right\|_{L^2(0, L)}.$$  \hfill (12.4)

Proof. See [136, Lemma 2.4., p. 20]. \hfill \Box

12.2. Glossary. Here we list the most important notation used in the paper.
Sets, numbers and analysis

\[ \mathbb{N} \text{ Set of natural numbers } 1, 2, 3, \ldots \]
\[ \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C} \text{ Sets of integer, rational, real and complex numbers respectively} \]
\[ \mathbb{R}_+ \text{ Set of nonnegative real numbers} \]
\[ \mathbb{R}_+^n := [0, \infty] \text{ (extended set of nonnegative real numbers)} \]
\[ \Re z, \Im z \text{ Real and imaginary parts of } z \in \mathbb{C} \]
\[ S^n := \mathbb{S} \times \ldots \times \mathbb{S} \text{ for any set } S \]
\[ B_{r,W} := \{ u \in W : \| u \|_W < r \} \text{ (the open ball of radius } r \text{ around } 0 \text{ in the normed linear space } W) \]
\[ B_r \text{ Open ball of radius } r \text{ around } 0 \in X, \text{ i.e. } \{ x \in X : \| x \|_X < r \} \]
\[ \lim \text{ Limit superior} \]
\[ S := \{ f \in \mathcal{L} : \exists f_k \subset S \text{ s.t. } \| f_k - f \|_\mathcal{L} \to 0, k \to \infty \} \text{ (the closure of } S \text{ in a certain normed linear space } \mathcal{L}) \]
\[ \nabla f \text{ Gradient of a function } f : \mathbb{R}^n \to \mathbb{R} \]
\[ f \circ g \text{ Composition of maps } f \text{ and } g : f \circ g(s) = f(g(s)), \text{ for } s \text{ from the domain of definition of } g, \text{ with } g(s) \text{ in the domain of definition of } f \]
\[ \partial G \text{ Boundary of a domain } G \]
\[ \text{int } G \text{ Interior of a domain } G \]
\[ \mu \text{ Lebesgue measure on } \mathbb{R} \]
\[ \text{id} \text{ Identity operator} \]
\[ A^* \text{ Adjoint of an operator } A \]

Matrices and linear maps

\[ I \text{ Identity matrix} \]
\[ D_n^+ \text{ The set of diagonal positive definite matrices in } \mathbb{R}^n \]
\[ \sigma(M) \text{ The spectrum of an operator } M \]
\[ \rho(M) \text{ The resolvent set of an operator } M \]
\[ x^\top, A^\top \text{ Transposition of a vector } x \in \mathbb{R}^n \text{ and matrix } A \in \mathbb{R}^{n \times m} \]
\[ | \cdot | \text{ Euclidean norm in the space } \mathbb{R}^s, s \in \mathbb{N} \]
\[ D(A) \text{ Domain of a linear operator } A \]
\[ \| A \| := \sup_{x \neq 0} \frac{|Ax|}{|x|} \text{ (the norm of } A \text{ in } \mathbb{R}^{n \times n}, \text{ induced by Euclidean norm)} \]
\[ \lambda_{\max}(M) := \max_{\lambda \in \sigma(M)} |\lambda| \text{ (the spectral radius of a bounded operator } M) \]
\[ \lambda_{\min}(M) := \min_{\lambda \in \sigma(M)} |\lambda| \text{ (for any closed } M \text{ with } \sigma(M) \neq \emptyset) \]
\[ \text{sym}(M) := \frac{1}{2}(M + M^\top) \text{ (the symmetric part of a matrix } M \text{ in } \mathbb{R}^{n \times n}) \]
\[ \text{Ker}(f) := \{ x \in X : f(x) = 0 \} \text{ is the kernel (or nullspace) of } f \]
\[ \text{Im}(f) := \{ f(x) : x \in X \} \text{ is the image (or range) of } f \]
\[ l_p \text{ Space of sequences } x = \{ x_k \}_{k=1}^{\infty} \text{ so that } \| x \|_{l_p} < \infty, \text{ where } p \in [1, +\infty] \]
\[ \| x \|_{l_p} := \left( \sum_{k=1}^{\infty} |x_k|^p \right)^{1/p}, \text{ } p \in [1, +\infty) \]
\[ \| x \|_{l_\infty} := \sup_{k=1}^{\infty} |x_k|. \]

Function and sequence spaces

\[ C(X,U) \text{ Space of continuous functions from } X \text{ to } U \text{ with finite norm} \]
\[ \| u \|_{C(X,U)} := \sup_{x \in X} \| u(x) \|_U \]
PCₖ(ℝ₊, U) Space of globally bounded piecewise continuous (right-continuous) functions from ℝ₊ to U with \(\|u\|_{PCₖ(ℝ₊, U)} = \|u\|_{C(ℝ₊, U)}\)

\(C(X) := C(X, X)\)

\(C₀ₙ(a, b)\) Space of \(k\) times continuously differentiable functions \(f : (a, b) \to ℝ\) with a support, compact in \((a, b)\)

\(P := \{\gamma \in C(ℝ₊) : \gamma(0) = 0\text{ and }\gamma(r) > 0\text{ for }r > 0\}\)

\(K := \{\gamma \in P : \gamma\text{ is strictly increasing}\}\)

\(K∞ := \{\gamma \in K : \gamma\text{ is unbounded}\}\)

\(L := \{\gamma \in C(ℝ₊) : \gamma\text{ is strictly decreasing with }\lim_{t \to ∞} \gamma(t) = 0\}\)

\(KL := \{\beta : ℝ₊ \times ℝ₊ \to ℝ₊ : \beta\text{ is continuous, }\beta(\cdot, t) \in K, \forall t ≥ 0, \beta(r, \cdot) \in L, \forall r > 0\}\)

\(L(X, U)\) Space of bounded linear operators from \(X\) to \(U\)

\(L(X) := L(X, X)\)

\(L∞(ℝ₊, ℝ^m)\) The set of Lebesgue measurable functions with \(\|f\|_∞ < ∞\)

\(\|f\|_∞ := \text{ess sup}_{x ≥ 0}|f(x)| = \inf_{D ⊂ ℝ₊\text{, }\mu(D) = 0} \sup_{x ∈ D}|f(x)|\)

\(L_p(a, b)\) Space of \(p\)-th power integrable functions \(f : (a, b) \to ℝ\) with \(\|f\|_{L_p(a, b)} < ∞\)

\(\|f\|_{L_p(a, b)} := \left(\int_a^b |f(x)|^p \, dx\right)^{1/p}\)

\(W^{k,p}(a, b)\) Sobolev space of functions \(f ∈ L_p(a, b)\) (with the norm \(\|\cdot\|_{W^{k,p}(a, b)}\)), which have weak derivatives of order \(≤ k\), all of which belong to \(L_p(a, b)\)

\(\|f\|_{W^{k,p}(a, b)} := \left(\int_a^b \sum_{1 ≤ s ≤ k} \left|\frac{∂^s f}{∂x^s}(x)\right|^p \, dx\right)^{1/p}\)

\(W^{k,p}_0(a, b)\) Closure of \(C₀ₙ(a, b)\) in the norm of \(W^{k,p}(a, b)\)

\(H^{k}(a, b) = W^{k,2}(a, b)\)

\(H₀^{k}(a, b) = W^{k,2}_0(a, b)\)

\(M(I, W) := \{f : I \to W : f \text{ is strongly measurable}\}\)

\(L_p(I, W) := \{f ∈ M(I, W) : \|f\|_{L_p(I, W)} := \left(\int_I \|f(s)\|^p_W \, ds\right)^{1/p} < ∞\}\)

\(L∞(I, W) := \{f ∈ M(I, W) : \|f\|_{L∞(I, W)} := \text{ess sup}_{s ∈ I} \|f(s)\|_W < ∞\}\)

**Acronyms**

0-UAS Uniform asymptotic stability at zero Definition 2.24, p. 16

0-UGAS Uniform global asymptotic stability at zero Definition 1.7, p. 8

AG Asymptotic gain property p. 65

BIC Boundedness-implies-continuation property Definition 1.5, p. 7

BRS Boundedness of reachability sets Definition 2.2, p. 9

bULIM Uniform limit property on bounded sets Definition 2.4, p. 10

CEP Continuity at equilibrium point Definition 2.1, p. 9

DSS Disturbance-to-state stability Definition 5.3.1, p. 44

eISS Exponentially input-to-state stability Definition 3.17, p. 23

iISS Integral input-to-state stability Definition 2.29, p. 17

IOS Input-to-output stability Definition 10.2, p. 70

IspS Input-to-state practical stability Definition 9.2, p. 67

ISS Input-to-state stability Definition 1.6, p. 7

LIM Limit property Definition 2.9, p. 12

LISS Local input-to-state stability Definition 1.11, p. 8
ODE, ODEs Ordinary differential equation(s)
PDE, PDEs Partial differential equation(s)
sAG Strong asymptotic gain property Definition 9.1, p. 66
sISS Strong input-to-state stability Definition 9.1, p. 66
UAG Uniform asymptotic gain property Definition 2.6, p. 10
UGS Uniform global stability Definition 2.3, p. 10
ULS Uniform local stability Definition 2.3, p. 10
ULIM Uniform limit property Definition 2.4, p. 10
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