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ABSTRACT

In this article, we introduce event-based boundary controls for 1-dimensional linear hyperbolic systems of conservation laws. Inspired by event-triggered controls developed for finite-dimensional systems, an extension to the infinite dimensional case by means of Lyapunov techniques, is studied. The main contribution of the paper lies in the definition of two event-triggering conditions, by which global exponential stability and well-posedness of the system under investigation is achieved. Some numerical simulations are performed for the control of a system describing traffic flow on a roundabout.
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1. Introduction

Event-based control is a computer control strategy which aims to use communications and computational resources efficiently by updating control inputs aperiodically, only when needed. Several works have been developed in this area for finite dimensional networked control systems (see for instance the seminal work (Årzén, 1999; Åström & Bernhardsson, 1999) or the most recent ones (Heemels, Johansson, & Tabuada, 2012; Postoyan, Tabuada, Nesic, & Anta, 2015) and the references therein). Two components are essential in the framework of event-based control. The first one is a feedback control law which has been designed to stabilize the system. The second one is a triggering strategy which determines the time instants when the control needs to be updated. Usually, the triggering strategy guarantees that a Lyapunov function decreases strictly either by using an Input-to-State Stability (ISS) property (Tabuada, 2007) or by working directly on the time derivative of the Lyapunov function (Marchand, Durand, & Castellanos, 2013). Besides the interest of reducing communication and computational loads, event-based control is also known as a rigorous way to implement digitally continuous time controllers. In this work, such control strategies were developed for a class of infinite-dimensional systems of conservation laws, provided by linear hyperbolic partial differential equations (PDEs).

Hyperbolic systems of conservation laws stand out as having important applications in the modeling and control of physical networks: hydraulic (Bastin, Coron, & d’Andréa Novel, 2008), road traffic (Coclite, Garavello, & Piccoli, 2005), gas pipeline networks (Gugat, Dick, & Leugering, 2011), to name a few. Stability analysis and stabilization of such systems have attracted a lot of attention in the last decade. Two ways of acting on these systems exist: boundary and in domain control. For boundary control, backstepping (Coron, Vazquez, Krstic, & Bastin, 2013; Krstic & Smyshlyaev, 2008) and Lyapunov techniques (Coron, d’Andréa Novel, & Bastin, 2007; Fridman & Orlov, 2009; Martin & Michail, 2011; Prieur & Mazenc, 2012) are the most commonly used. Several applications, in which control actions are on the boundary, can be found for instance in Bastin, Haut, Coron, and Novel (2007), Coron, Bastin, and d’Andréa Novel (2008), Dos Santos, Bastin, Coron, and d’Andréa Novel (2008) and Prieur, Winkin, and Bastin (2008) where the exponential stability of steady-states depends on the dissipativity of the boundary conditions. This paper focuses on boundary control using Lyapunov techniques where such a dissipativity property is an important issue to be taken into account.
The design of event-based control strategies for distributed parameter systems is rarely treated in the literature. Extending existing results for ordinary differential equations (ODEs) to time-delay systems is proposed in Durand, Marchand, and Guerrero Castellanos (2014); however, this is quite far from the problem addressed in this paper. For parabolic PDEs, event-based control strategies are considered in Selivanov and Fridman (2015) and Yao and El-Farra (2013). Many difficulties that arise in the context of event-based control are due to the introduction of discontinuities when updating the control. Discontinuous output feedback controllers for infinite dimensional systems have been studied, for instance in Orlov (2009), where unit feedback controller and in turn global asymptotic stabilization are considered. Although, the framework of switched hyperbolic systems (Hante, Leugering, & Seidman, 2014) is highly inspiring – especially the work in Lamare et al. (2015) – dealing with the well-posedness of the closed-loop system must evolve.

The main difference of Lamare et al. (2015) with respect to the current work is that in Lamare et al. (2015), no bounded control inputs are considered but rather switching boundary conditions governed by a switching signal, given as a output feedback, that imposes the mode that the system must evolve.

The main contribution of this paper is to propose a rigorous framework for event-based control of linear hyperbolic systems of conservation laws, as well as two event-based stabilization strategies based on the aforementioned main triggering strategies developed for systems described by ODEs called ISS framework for event-based control of linear hyperbolic systems.

2. Linear hyperbolic systems

Let us consider the linear hyperbolic system of conservation laws (given in Riemann coordinates):

\[ \partial_t y(t, x) + A \partial_x y(t, x) = 0 \quad x \in [0, 1], \quad t \in \mathbb{R}^+ \quad (1) \]

where \( y : \mathbb{R}^+ \times [0, 1] \rightarrow \mathbb{R}^n \) is a diagonal matrix in \( \mathbb{R}^{n \times n} \) such that \( A = \text{diag}(\lambda_1, \ldots, \lambda_n) \) with \( 0 < \lambda_1 < \lambda_2 < \cdots < \lambda_n \). We consider the following boundary condition:

\[ y(t, 0) = H y(t, 1) + B u(t), \quad t \in \mathbb{R}^+ \quad (2) \]

where \( H \in \mathbb{R}^{n \times m}, B \in \mathbb{R}^{m \times m} \) and \( u : \mathbb{R}^+ \rightarrow \mathbb{R}^m \).

In addition to the partial differential equation (1) and the boundary condition (2), we consider the initial condition given by

\[ y(0, x) = y^0(x), \quad x \in [0, 1] \quad (3) \]

where \( y^0 \in C_{\text{lip}}([0, 1], \mathbb{R}^n) \).

Remark 1. The results in this paper can be extended to first order linear hyperbolic systems with both negative and positive speeds \( (\lambda_1 < \cdots < \lambda_m < 0 < \lambda_{m+1} < \cdots < \lambda_n) \) by defining the state description \( y = [y_-, y_+]^T \), where \( y_- \in \mathbb{R}^m \) and \( y_+ \in \mathbb{R}^{m-n} \), and applying the change of variable \( \tilde{y}(t, x) = (y_- (t, 1-x) \ y_+(t, x))^T \).

We shall consider possibly discontinuous inputs \( u \in C_{\text{lip}}(\mathbb{R}^+, \mathbb{R}^m) \), therefore solutions of (1)–(3) may not be differentiable everywhere. Thus, we introduce a notion of weak solutions (generalized ones) (in Section 2.1) as well as a sufficient condition for the existence and uniqueness of the solution for a class of discontinuous initial conditions and feedback laws (in Section 2.2).

2.1. Solution of the system

We consider solutions of (1)–(3) in the sense of characteristics Li (1994). For each component \( y_d \) of (1), one can define the characteristic curve solution of the differential equation \( x(t) = \lambda_d t \) which is rewritten as \( x(t) = x_0 + \lambda_d t \). By doing this, we obtain the following definition (see Lamare et al., 2015, Definition 4 for a more general case):

Definition 1. Let \( y^0 \in C_{\text{lip}}([0, 1], \mathbb{R}^n) \) and \( u \in C_{\text{lip}}(\mathbb{R}^+, \mathbb{R}^m) \). A solution to (1)–(3) is a function \( y : \mathbb{R}^+ \times [0, 1] \rightarrow \mathbb{R}^n \) such that, for all \( t \) in \( \mathbb{R}^+ \) and \( x_0 \in [-\lambda_d t, 1-\lambda_d t] \),

\[ \frac{d}{dt} y_d(t, x_0 + \lambda_d t) = 0 \quad (4) \]

with the initial condition

\[ y_d(0, x) = y^0_d(x), \quad \forall x \in [0, 1] \quad (5) \]

and the boundary condition

\[ y_d(t, 0) = \sum_{j=1}^n H_{dj} y_j(t, 1) + \sum_{j=1}^m B_{dj} u_j(t), \quad \forall t \in \mathbb{R}^+ \quad (6) \]

for all \( d = 1, \ldots, n \).
Note that for classical differentiable solutions, (1)–(3) are equivalent to (4)–(6) and note that $y$ does not need to be differentiable nor continuous in general but only differentiable along the characteristics as given by (4).

In this paper, we assume that the linear hyperbolic system is only observed at the point $x = 1$ at any time. Therefore we define the output function as follows:

$$z(t) = y(t, 1).$$  

(7)

2.2. A sufficient condition for the existence and uniqueness of the solution

Now that solutions intended in this paper are properly defined, we will consider the following causality assumption:

**Assumption 1.** Let $\phi$ be an operator from $C_{pue}(R^+, R^n)$ to $C_{pue}(R^+, R^m)$ satisfying the following causality property: for all $s$ in $R^+$, for all $z, z^* \in C_{pue}(R^+, R^n)$

$$(\forall t \in [0, s], z(t) = z^*(t)) \implies (\forall t \in [0, s], u(t) = u^*(t))$$

where $u = \phi(z)$ and $u^* = \phi(z^*)$.

This assumption enables us to state the following result on existence of solutions:

**Proposition 1.** Let $\phi$ satisfy **Assumption 1** and $y^0 \in C_{pue}([0, 1], R^n).$

Then, there exists a unique solution to the closed-loop system (1)–(3) with controller $u = \phi(z)$ where $z$ is defined by (7). Moreover, for all $t \in R^+$, $y(t, \cdot) \in C_{pue}([0, 1], R^n)$ and for all $x \in [0, 1]$,$y(\cdot, x) \in C_{pue}(R^+, R^n)$.

**Proof.** Let us consider $\bar{\lambda} = \max_{1 \leq i \leq n}(|\lambda_i|)$ and let $\delta = 1/\bar{\lambda}$ be the minimum time for a characteristic, with velocity $\bar{\lambda}$, to cross the spatial domain $[0, 1]$. For $p \in N$, let $\Delta_p \subset R^+$ be defined by $\Delta_p = [p\delta, (p+1)\delta]$. We will proceed by induction over the interval $\Delta_p$ with the following induction property:

- $y$ is defined on $\Delta_p \times [0, 1]$;
- $y(\cdot, x) \in C_{pue}(\Delta_p, R^n)$;
- $y(t, \cdot) \in C_{pue}([0, 1], R^n)$.

Let us consider, for $p = 0$, the interval $\Delta_0 = [0, \delta]$. We first check that $y$ given, for all $(t, x) \in \Delta_0 \times [0, 1]$ and $d \in [1, \ldots, n]$, by

$$y_d(t, x) = \begin{cases} y_d \left( t - \frac{x}{\lambda_d}, 0 \right), & \text{if } \lambda_d t \geq x \\ y_d \left( x - \lambda_d t \right), & \text{if } \lambda_d t < x \end{cases}$$

(8)

is the solution to system (1)–(3). Eq. (8) can be written in an equivalent way; that is, for all $t \in \Delta_0, x_0 \in [-\lambda_d, 1 - \lambda_d t]$, the solution at each component is given by

$$y_d(t, x_0 + \lambda_d t) = \begin{cases} y_d \left( \frac{-x_0}{\lambda_d}, 0 \right), & \text{if } x_0 \leq 0 \\ y_d \left( x_0 + \lambda_d t \right), & \text{if } x_0 > 0 \end{cases}$$

(9)

Since (9) does not depend on $t$, it is clear that $\frac{d}{dt}y_d(t, x_0 + \lambda_d t)$ satisfies **Definition 1**, and hence $y_d$ is solution to (1)–(3). Conversely, $\frac{d}{dt}y(t, x_0 + \lambda_d t) = 0$ implies $f(x_0) = y_d(t, x_0 + \lambda_d t)$ for all $t \in [0, \delta]$ and $x_0 \in [-\lambda_d, 1 - \lambda_d t]$. In particular, by setting $t = 0$, one gets

$$f(x_0) = y_d(0, x_0) \quad \text{if } x_0 > 0.$$  

On the other hand, by setting $t = \frac{-x_0}{\lambda_d}$, $f(x_0) = y_d(\frac{-x_0}{\lambda_d}, 0) \quad \text{if } x_0 \leq 0.$

Therefore, we have obtained Eq. (9) and then, shown that it is the unique solution to (1)–(3) in the sense of characteristics on $\Delta_0 \times [0, 1]$. Furthermore, when $x = 1, \lambda_d t < 1$ and for all $t \in \Delta_0$, one gets

$$z_d(t) = y_d(t, 1) = y_d(1 - \lambda_d t).$$  

(10)

Since $z$ is well defined on $\Delta_0$, using the causality property, one can claim that $u$ is well defined on $\Delta_0$. In addition, using (10) and boundary condition (6), (8) can be rewritten as follows,

$$y_d(t, x) = \begin{cases} \sum_{j=1}^{n} H_{ij} z_j \left( t - \frac{x}{\lambda_d} \right) + \sum_{j=1}^{m} B_{ij} u_j \left( t - \frac{x}{\lambda_d} \right), & \text{if } \lambda_d t \geq x \\ y_d \left( x - \lambda_d t \right), & \text{if } \lambda_d t < x. \end{cases}$$

(11)

It is worth remarking that $z_d(t - \frac{x}{\lambda_d}) = y_d(1 - \lambda_d t + x).$ Then, it is proved that $y_d$ depends uniquely on $y_d(0)$ on $\Delta_0 \times [0, 1]$. Since $y^0$ belongs to $C_{pue}([0, 1], R^n)$, $z$ belongs to $C_{pue}(\Delta_0, R^n)$.

Therefore, by **Assumption 1**, $u$ belongs to $C_{pue}(\Delta_0, R^n)$. It follows then from (11), that $y_d$ is defined on $\Delta_0 \times [0, 1]$. Moreover,

- $z_d(t - \frac{x}{\lambda_d})$ belongs to $C_{pue}$ with respect to $t$ and belongs to $C_{pue}$ with respect to $x$ due to the opposite sign in the argument;
- $u_j(t - \frac{x}{\lambda_d})$ belongs to $C_{pue}$ with respect to $t$ and belongs to $C_{pue}$ with respect to $x$ due to the opposite sign in the argument;
- $y_d(0) \ (x - \lambda_d t)$ belongs to $C_{pue}$ with respect to $x$ and belongs to $C_{pue}$ with respect to $t$ due to the opposite sign in the argument.

It follows from (11) that $y(t, \cdot) \in C_{pue}([0, 1], R^n)$ for all $t \in \Delta_0$ and that $y(\cdot, x) \in C_{pue}(\Delta_0, R^n)$ for all $x \in [0, 1]$. Thus, induction property holds at $p = 0$.

Now, assume that induction property holds for a given $p \in N$. We are now going to prove the same property for $p + 1 > 0$. For that purpose, let us take $y(p + 1, \cdot, \cdot)$ as the initial condition of the system. Applying the same arguments as above; and by means of hypothesis of induction, one gets that $z \in C_{pue}(\Delta_{p+1}, R^n).$ $u \in C_{pue}(\Delta_{p+1}, R^n).$ In addition, $y$ is defined on $\Delta_{p+1} \times [0, 1]$. $y(\cdot, x)$ exists for all $t \in \Delta_{p+1}$ and belongs to $C_{pue}([0, 1], R^n)$ and $y(t, \cdot)$ belongs to $C_{pue}(\Delta_{p+1}, R^n)$ for every $x \in [0, 1].$

Therefore, we have proved by induction that, for each $p \in N$, $z \in C_{pue}(\Delta_p, R^n)$ and $y(t, \cdot)$ exists for all $t \in \Delta_p$, and belongs to $C_{pue}([0, 1], R^n)$ and $y(\cdot, x)$ belongs to $C_{pue}(\Delta_p, R^n)$ for every $x \in [0, 1].$

Thus, there exists an unique solution to the closed-loop system (1)–(3) with $u = \phi(z)$. Hence, this concludes the proof. ■

3. Event-based stabilization

3.1. Some issues related to stability

We define the notion of stability considered in the paper and state one existing result on stability of linear hyperbolic systems of conservation laws.

**Definition 2.** The linear hyperbolic system (1)–(3), (7) with controller $u = \phi(z)$ is globally exponentially stable (GES) if there exist $\nu > 0$ and $C > 0$ such that, for every $y^0 \in C_{pue}([0, 1], R^n)$, the solution satisfies, for all $t \in R^+$,

$$\|y(t, \cdot)\|_{L^2([0, 1], R^n)} \leq Ce^{-\nu t} \|y^0\|_{L^2([0, 1], R^n)}.$$  

(12)

We want to point out that a particular case studied in literature (see e.g. de Halleux, Prieur, Coron, d'Andréa Novel, & Bastin, 2003) is when $\phi$ is given by $u = \phi_0(z)$ as $u(t) = Kz(t)$. This corresponds to continuous time control for which it holds,

$$y(t, 0) = Gz(t) \quad t \in R^+$$  

(13)

with $G = H + BK$. 

The following assumption is stated in Coron et al. (2008) as a sufficient condition, usually called dissipative boundary condition, which guarantees that the system (1)–(3) with boundary condition (13) is globally exponentially stable. In this paper, such a sufficient condition is assumed to be satisfied.

**Assumption 2.** The following inequality holds:

\[ \rho_1(\mathcal{G}) = \inf \{ \|\Delta \mathcal{G} \Delta^{-1}\|; \Delta \in \mathcal{D}_{n,+} \} < 1 \]  

where \( \| \cdot \| \) denotes the usual 2-norm of matrices in \( \mathbb{R}^{n \times n} \) and \( \mathcal{D}_{n,+} \) denotes the set of diagonal matrices whose elements on the diagonal are strictly positive.

Recall the following result:

**Proposition 2** (Diagne, Bastin, & Coron, 2012). Under Assumption 2, there exist \( \mu > 0 \), and a diagonal positive definite matrix \( Q \in \mathbb{R}^{n \times n} \) (with \( Q = \Lambda^{-1} \Delta^2 \)) such that the following inequality holds

\[ C Q \Lambda G < -e^{-2\mu} Q \Lambda. \]  

Then, the linear hyperbolic system (1)–(3), (7), (13) is GES and (12) holds for some \( C > 0 \) and \( v = \mu \lambda \) where \( \lambda = \min_{1 \leq i \leq n} \{ \lambda_i \} \).

Under the assumption of Proposition 2, inspired by Diagne et al. (2012, Theorem 1), let us recall that the function defined, for all \( \cdot \in L^2([0, 1], \mathbb{R}^n) \), by

\[ V(y) = \int_0^1 y(t)^T Q y(t) e^{-2\mu s} dx \]  

satisfies, along the classical solutions of (1)–(3), (7) and (13), that

\[ V(y) = y^T (-1) \left[ C Q \Lambda G - e^{-2\mu} Q \Lambda \right] y - 2v \int_0^1 y^T Q y e^{-2\mu s} ds \]

thus in regard of (15), it is a Lyapunov function. The global exponential stability along \( L^2 \) solutions follows by density (see Diagne et al., 2012 for more details).

### 3.2. ISS event-based stabilization

We introduce in this section a first event-based control scheme for hyperbolic systems of conservation laws and discuss the existence of solutions and their stability under this control strategy. This approach relies on both the Input-to-State Stability property with respect to deviations to sampling and Lyapunov techniques. It is mainly inspired by Tabuada (2007) where the sampling error is restricted to satisfy a state-dependent inequality. It guarantees that the ISS-Lyapunov function is strictly decreasing. In this paper, we will seek for ISS property with respect to a deviation between the continuous controller and the event-based controller, combined with a strict Lyapunov condition using (16).

**Definition 3** (Definition of \( \psi_1 \)). Let \( \zeta_1, \kappa, \eta, \mu > 0 \), \( K \in \mathbb{R}^{m \times n} \), \( Q \) a diagonal positive matrix in \( \mathbb{R}^{n \times n} \). Let us define \( \psi_1 \) the operator which maps \( z \) to \( u \) as follows:

Let \( z \in C_{\mathcal{F}_{P_\infty}}(\mathbb{R}^+, \mathbb{R}^n) \) and let \( W_1 \) be given, at \( t = \frac{1}{2} \) by

\[ W_1 \left( \frac{1}{2} \right) = \sum_{i=1}^n Q_i \int_0^1 \left( H_i z \left( t - \frac{x}{\zeta_1} \right) \right)^2 e^{-2\mu s} dx \]

and, for all \( t > \frac{1}{2} \) by

\[ W_1(t) = \sum_{i=1}^n Q_i \int_0^1 \left( H_i z \left( t - \frac{x}{\zeta_1} \right) + B_i u \left( t - \frac{x}{\zeta_1} \right) \right)^2 e^{-2\mu s} dx. \]

Let \( \epsilon_i(t) = \zeta_i W_1 \left( \frac{1}{2} \right) e^{-\eta t} \) for all \( t \geq \frac{1}{2} \). If \( W_1 \left( \frac{1}{2} \right) > 0 \), let the increasing sequence of time instants \( (t_i^k) \) be defined iteratively by

\[ t_i^0 = 0, t_i^1 = \frac{\epsilon_i(t) \Lambda^2}{\mu} \text{ and for all } k \geq 1, \]

\[ t_k^k = \inf \{ t \in \mathbb{R}^+ \mid t > t_k^k \land \| BK (-z(t) + z(t_k^k)) \|^2 \geq \kappa W_1(t) + \epsilon_i(t) \} \]  

If \( W_1 \left( \frac{1}{2} \right) = 0 \), let the time instants be defined by \( t_i^0 = 0, t_i^1 = \frac{1}{2} \) and \( t_i^k = \infty \).

Finally, let the control function, \( z \mapsto \psi_1(z)(t) = u(t) \), be defined by:

\[ u(t) = 0 \quad \forall t \in [t_i^k, t_i^{k+1}) \quad u(t) = K z (t_i^k) \quad \forall t \in [t_i^k, t_i^{k+1}), \quad k \geq 1. \]

**Remark 2.** The boundary condition \( (2) \) with controller \( u = \psi_1(z) \) as defined in Definition 3 can be rewritten as:

\[ y(t, 0) = G z(t) + d(t) \quad t \in \mathbb{R}^+ \]

where

\[ d(t) = BK (-z(t) + z(t_i^k)) \quad t \in [t_i^k, t_i^{k+1}) \]

which can be seen as a deviation between the continuous controller \( u = K z \) and the event-based controller of Definition 3. Hence, we follow the perturbed system approach as in Tabuada (2007), Lemmon (2010) and Heemels et al. (2012) that we will call in the sequel ISS event-based stabilization. The event triggering condition (19) ensures that, for all \( t, \|d(t)\|^2 \leq \kappa \|W_1(t) + \epsilon_i(t)\| \).

In addition, we point out the possible case when \( W_1 \left( \frac{1}{2} \right) = 0 \), then \( \epsilon_i(t) = 0 \). From (17), it means that for all \( i = 1, \ldots, n, z(s) = 0 \) with \( s = t - \frac{x}{\zeta_1} \) for all \( s \in \left[ t - \frac{1}{\kappa_1}, t \right) \). In particular, for all \( i = 1, \ldots, n, z(s) = 0 \) for all \( s \in \left[ t - \frac{1}{\kappa_1}, t \right) \) which means that the system has already achieved the steady-state in finite time. In that scenario, event-based stabilization would not be required.

The following proposition shows that \( W_1 \) given by (18) is an estimate of \( V \).

**Proposition 3.** Let \( y \) be a solution to (1)–(3). It holds that, for all \( t \geq \frac{1}{2} \), \( V(y(t, \cdot)) = W_1(t) \), where \( W_1(t) \) given by (18).**Proof.** Along solutions \( y \) to the system (1)–(3) and since \( Q \) is diagonal, (16) gives:

\[ V(y(t, \cdot)) = \sum_{i=1}^n Q_i \int_0^1 y_i^2(t, x) e^{-2\mu s} dx. \]

Using the first line of (8), in particular for all \( t \geq \frac{1}{2} \), the boundary condition (6) and output function (7) one has that \( y_i(t, x) = y_i(t - \frac{x}{\zeta_1}, 0) = H_i z (t - \frac{x}{\zeta_1}) + B_i u (t - \frac{x}{\zeta_1}) \). Therefore, for all \( t \geq \frac{1}{2} \),

\[ V(y(t, \cdot)) = \sum_{i=1}^n \int_0^1 \left[ H_i z \left( t - \frac{x}{\zeta_1} \right) + B_i u \left( t - \frac{x}{\zeta_1} \right) \right]^2 e^{-2\mu s} ds = W_1(t). \]

This concludes the proof.

Due to the previous proposition, \( W_1 \) can be seen as an estimation of the Lyapunov function \( V \). It is based only on the measured output function and the input value. As a consequence, the triggering condition in (19) depends on the measured output function and the input value as well. In addition, it will be discussed in Section 3.2.1 that \( \epsilon_i \) is to guarantee the existence and uniqueness of the closed-loop system.

In the next section, we will prove that operator \( \psi_1 \) satisfies Assumption 1.
3.2.1. Existence and uniqueness of the closed-loop solution

The goal is to prove that \( u = \varphi_1(z) \) belongs to \( C_{\text{rpt}}(R^+, R^m) \) provided \( z \) is in \( C_{\text{rpt}}(R^+, R^m) \) and that \( \varphi_1 \) is a causal operator.

**Lemma 1.** The operator \( \varphi_1 \) considered in Definition 3 satisfies Assumption 1.

**Proof.** Let \( z \) in \( C_{\text{rpt}}(R^+, R^m) \) and \( u = \varphi_1(z) \) where \( \varphi_1 \) is the operator given in Definition 3. Let \( J \) be a closed interval subset of \( R^+ \). By hypothesis, \( z \) has a finite number of discontinuities on \( J \). If \( t^*_1, \ldots, t^*_k \in J \) be the increasing sequence of these discontinuity time instants; and \( t^*_k \) and \( t^*_k-1 \) are respectively the lower bound and the upper bound of the interval \( J \). We want to prove that \( u \) has a finite number of discontinuities on the time interval \([t^*_k, t^*_k+1)\), with \( k \in \{0, \ldots, M\} \). If \( W_1(t^*_k) = 0 \), there is only at most one discontinuity which is \( t^*_k \). If \( W_1(t^*_k) > 0 \), let us remark that it is sufficient to show that there is a finite number of discontinuities on the open time interval \([t^*_k, t^*_k+1)\), with \( k \in \{0, \ldots, M\} \).

Let \( w_1(t) \) the continuation of \( BKz(t) \) on the interval \([t^*_k, t^*_k+1)\), with the left limit of \( BKz(t) \) in \( t^*_k+1 \), that is

\[
w_1(t) = BKz(t), \quad t \in [t^*_k, t^*_k+1)_0, \quad k = 0, \ldots, M.
\]

The definition of \( C_{\text{rpt}}(R^+, R^m) \) insures that the left limit of \( BKz(t) \) exists and that \( w_1(t) \) is continuous on the closed interval \([t^*_k, t^*_k+1] \). Therefore, it is uniformly continuous. It means that for all \( \xi > 0 \), there exists \( \tau > 0 \) such that

\[
\forall t, t' \in [t^*_k, t^*_k+1] : |t - t'| < \tau \Rightarrow \|w_1(t) - w_1(t')\|^2 < \xi.
\]

We denote \( \tau \), the value of \( \tau \) when \( \xi = \epsilon_1(t^*_k+1) \). Let the sequence \((t^*_k)\) defined by Eq. (19) in Definition 3. Assume first that there exists at least two consecutive discontinuity instants in \((t^*_k, t^*_k+1)\) and let \( t^*_k \) be the first one of these instants. We will deal later on whether only one time instant exists within this interval.

Let us consider \( \|w_1(t^*_k) - w_1(t^*_k+1)\|^2 \geq \epsilon_1(t^*_k+1) \) for all \( t \in [t^*_k, t^*_k+1] \) where \( u^1 \) is given in (23) and (24). Combined with (19) of Definition 3 and using the continuity of \( W_1 \), \( \epsilon_1 \) and \( u^1 \), it holds at time \( t = t^*_k+1 \):

\[
\|w_1(t^*_k) - w_1(t^*_k+1)\|^2 \geq \epsilon_1(t^*_k+1) \Rightarrow t^*_k \geq t^*_k+1.
\]

Thus, \( t^*_k \) gives a lower bound for the duration between two input updates, depending only on the interval \((t^*_k, t^*_k+1)\).

Finally, an upper bound for the maximal number of input updates on \((t^*_k, t^*_k+1)\) is given by:

\[
\tilde{S}_1 = \left[ \frac{t^*_k+1 - t^*_k}{\epsilon_1} \right] + 1.
\]

If there is at most one element of the sequence \((t^*_k)\) in \((t^*_k, t^*_k+1)\), then \( \tilde{S}_1 \) can be chosen equal to 1. To conclude, the number of discontinuities of \( u \) on \( J \) is bounded by \( \tilde{S}_1 = \sum_{k=1}^{M} \tilde{S}_1 + M + 2 \) which is finite.

In addition, from (20) in Definition 3, \( u \) is piecewise constant, which yields \( u \in C_{\text{rpt}}(R^+, R^m) \).

Let us now prove that our operator \( \varphi_1 \) satisfies the causality property. Let \( s \in R^+ \) and \( z \in C_{\text{rpt}}(R^+, R^m) \) be given such that

\[
z(t) = z^*(t) \quad \forall t \in [0, s].
\]

Let \( u = \varphi_1(z) \) and \( u^* = \varphi_1(z^*) \). It will be shown that \( u(t) = u^*(t) \) for all \( t \in [0, s] \). Let us first consider \( t \in [0, s] \). It follows that \( u(t) = Kz(t^*_k) \) where \( t^*_k \) is the previous triggering time associated to \( u \). It follows also from (25) that \( z(t^*_k) = z^*(t^*_k) \) and \( t^*_k \) and \( t^*_k \) are respectively the lower bound and the upper bound of the interval \( J \). We want to prove that \( u \) has a finite number of discontinuities on the time interval \([t^*_k, t^*_k+1)\), with \( k \in \{0, \ldots, M\} \).

Let \( W_1(t^*_k) \) be the continuation of \( BKz(t) \) on the interval \([t^*_k, t^*_k+1)\), that is

\[
w_1(t) = BKz(t), \quad t \in [t^*_k, t^*_k+1)_0, \quad k = 0, \ldots, M.
\]

The definition of \( C_{\text{rpt}}(R^+, R^m) \) insures that the left limit of \( BKz(t) \) exists and that \( w_1(t) \) is continuous on the closed interval \([t^*_k, t^*_k+1] \). Therefore, it is uniformly continuous. It means that for all \( \xi > 0 \), there exists \( \tau > 0 \) such that

\[
\forall t, t' \in [t^*_k, t^*_k+1] : |t - t'| < \tau \Rightarrow \|w_1(t) - w_1(t')\|^2 < \xi.
\]

We denote \( \tau \), the value of \( \tau \) when \( \xi = \epsilon_1(t^*_k+1) \). Let the sequence \((t^*_k)\) defined by Eq. (19) in Definition 3. Assume first that there exists at least two consecutive discontinuity instants in \((t^*_k, t^*_k+1)\) and let \( t^*_k \) be the first one of these instants. We will deal later on whether only one time instant exists within this interval.

Let us consider \( \|w_1(t^*_k) - w_1(t^*_k+1)\|^2 \geq \epsilon_1(t^*_k+1) \) for all \( t \in [t^*_k, t^*_k+1] \) where \( u^1 \) is given in (23) and (24). Combined with (19) of Definition 3 and using the continuity of \( W_1 \), \( \epsilon_1 \) and \( u^1 \), it holds at time \( t = t^*_k+1 \):

\[
\|w_1(t^*_k) - w_1(t^*_k+1)\|^2 \geq \epsilon_1(t^*_k+1) \Rightarrow t^*_k \geq t^*_k+1.
\]

Thus, \( t^*_k \) gives a lower bound for the duration between two input updates, depending only on the interval \((t^*_k, t^*_k+1)\).

Finally, an upper bound for the maximal number of input updates on \((t^*_k, t^*_k+1)\) is given by:

\[
\tilde{S}_1 = \left[ \frac{t^*_k+1 - t^*_k}{\epsilon_1} \right] + 1.
\]

If there is at most one element of the sequence \((t^*_k)\) in \((t^*_k, t^*_k+1)\), then \( \tilde{S}_1 \) can be chosen equal to 1. To conclude, the number of discontinuities of \( u \) on \( J \) is bounded by \( \tilde{S}_1 = \sum_{k=1}^{M} \tilde{S}_1 + M + 2 \) which is finite.
Using the boundary condition (2) with $u = \varphi(z)$, we obtain from its equivalent form (21) that (27) can be rewritten as follows:
\[ D^+ V = (Gy(\cdot, 1) + d)^T Q A y(\cdot, 1) + d \int_0^1 y^T (\Lambda e^{-2\mu Q} x) y dx. \]

Using the output function given by (7), it gives:
\[ D^+ V = (Gz)^T Q A z + 2(Gz)^T Q A d + d^T Q A d \]
\[ -z^T e^{-2\mu Q} A z - 2\mu \int_0^1 y^T (\Lambda e^{-2\mu Q} x) y dx. \]  
(28)

By means of a decoupling procedure between $d$ and $z$ using the Young's inequality one gets that $(Gz)^T Q A z + 2(Gz)^T Q A d + d^T Q A d \leq (1 + \alpha) (Gz)^T Q A Gz + (1 + \alpha) d^T Q A d$. Since $\alpha$ is such that $(1 + \alpha) G^T Q A G \leq e^{-2\mu Q} A$, from (28) it follows:
\[ D^+ V \leq -2\mu \int_0^1 y^T A Q y e^{-2\mu Q} d x + (1 + \frac{1}{\mu}) d^T Q A d. \]

Since $Q$ is diagonal positive definite, it holds $\lambda Q \geq \lambda Q$. Thus, taking $\nu = \mu$, it yields,
\[ D^+ V \leq -2\nu V + \frac{1}{\nu} d^T Q A d \]
which can be rewritten as follows:
\[ D^+ V \leq -2\nu V + \rho \|d\|^2 = -2\nu V(1 - \sigma) V - 2\nu \sigma V + \rho \|d\|^2, \quad \sigma \in (0, 1). \]

For all $t \geq \frac{1}{\nu}$, Proposition 3 implies that
\[ D^+ V \leq -2\nu V(1 - \sigma) V + \rho \|d\|^2. \]

In order to guarantee $D^+ V$ is strictly negative, $-2\nu \sigma W_1 + \rho \|d\|^2$ must be strictly negative. Therefore, from the definition of $\psi_1$, events are triggered so as to guarantee for all $t \geq \frac{1}{\nu}$, $\|d\|^2 \leq \kappa W_1 + \epsilon_1$. Using $\kappa = \frac{2\nu}{\rho}$, we obtain for all $t \geq \frac{1}{\nu}$,
\[ D^+ V(t) \leq -2\nu V(1 - \sigma) V(t) + \rho \epsilon_1(t) \]
which gives inequality (26) of Theorem 1. Then, using the Comparison principle, one gets, for all $t \geq \frac{1}{\nu}$,
\[ V(y(t, \cdot)) \leq e^{-2(1-\sigma)(t-\frac{1}{\nu})} V\left(y\left(\frac{1}{\nu}, \cdot\right)\right) + \rho \int_{\frac{1}{\nu}}^t e^{-2(1-\sigma)(t-s)} \epsilon_1(s) ds \]
and thus
\[ V(y(t, \cdot)) \leq V\left(y\left(\frac{1}{\nu}, \cdot\right)\right) e^{-2(1-\sigma)(t-\frac{1}{2})} + \frac{\rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right)}{2(1-\sigma) - \eta} e^{-\eta t} \]
\[ - \frac{\rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right)}{2(1-\sigma) - \eta} e^{-2(1-\sigma)(t-\frac{1}{2}) - \eta \frac{1}{2}}. \]

Select $\eta > 2(1-\sigma)$. Thus, we get, for all $t \geq \frac{1}{\nu}$,
\[ V(y(t, \cdot)) \leq V\left(y\left(\frac{1}{\nu}, \cdot\right)\right) e^{-2(1-\sigma)(t-\frac{1}{2})} + \frac{\rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right)}{2(1-\sigma) - \eta} e^{-\eta t} \]
\[ \leq W_1 \left(\frac{1}{\nu}\right) e^{-2(1-\sigma)(t-\frac{1}{2}) - \eta \frac{1}{2}} + \frac{\rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right)}{2(1-\sigma) - \eta} e^{-\eta t} \]
\[ \leq W_1 \left(\frac{1}{\nu}\right) e^{-2(1-\sigma)(t-\frac{1}{2}) - \eta \frac{1}{2}} + \frac{\rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right)}{2(1-\sigma) - \eta} e^{-\eta t} \]
\[ = W_1 \left(\frac{1}{\nu}\right) e^{-2(1-\sigma)(t-\frac{1}{2}) - \eta \frac{1}{2}} \]
with $V(y(t, \cdot)) = W_1 \left(\frac{1}{\nu}\right)$ due to Proposition 3. The previous inequality holds even if $W_1 \left(\frac{1}{\nu}\right) = 0$ since in this case $V(y(t, \cdot)) = 0$ for all $t \geq \frac{1}{\nu}$.

Let us see what happens for all $t \in [0, \frac{1}{\nu})$ so as the right hand side of the inequality depends on the initial condition $y^0$. For that purpose, let us consider the following function:
\[ V(y) = \int_0^1 y(x)^T Q y(x) e^{2\theta x} dx \]  
(30)

where $\theta > 0$. In addition, from Definition 3, $u = 0$ for all $t \in [0, \frac{1}{\nu})$. It implies that the boundary condition given by (2) is $y(t, 0) = H y(t, 1)$. Computing the right time-derivative of (30), it yields
\[ D^+ V(y(t, \cdot)) = y^T (t, 1) [H^T Q A H - e^{2\theta Q} A] y(t, 1) \]
\[ + \int_0^1 2\theta y^T Q A y e^{2\theta x} dx. \]

There exists $\theta \geq 0$ such that $H^T Q A H < e^{2\theta Q} A$. In addition, since $Q$ is a diagonal positive matrix, $\lambda Q \leq \bar{Q}$. Therefore, $D^+ V \leq 2\theta \bar{Q} V$. Hence, the solution of the previous differential inequality thanks to the comparison principle satisfies $V(y(t, \cdot)) \leq e^{2\theta T \bar{Q} V(y^0)}$. In particular, $V(y(t, \cdot)) \leq e^{2\theta T \bar{Q} V(y^0)}$. On the other hand, (16) and (30) imply
\[ V(y) \leq V(y) = \int_0^1 y(x)^T Q y(x) e^{2\theta x} dx \]
\[ \leq e^{2(\theta + \mu) T} V(y) \]

and thus, one gets for all $t \in [0, \frac{1}{\nu})$,
\[ V(y(t, \cdot)) \leq V(y(t, \cdot)) \leq e^{2\theta T Q} V(y^0). \]

In particular, at $t = \frac{1}{\nu}$ we have,
\[ V\left(y\left(\frac{1}{\nu}, \cdot\right)\right) \leq e^{2\theta T Q} e^{2\theta \mu T} V(y^0). \]
\[ (31) \]
Replacing (31) in (29) we get for all $t \geq \frac{1}{\nu}$,
\[ V(y(t, \cdot)) \leq e^{2\theta T Q} e^{2(1-\sigma)(1-\frac{1}{2})} V(y^0) \]
\[ + \frac{\rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right)}{2(1-\sigma) - \eta} e^{-2(1-\sigma)(1-\frac{1}{2}) - \eta \frac{1}{2}}. \]

Reorganizing, we finally get,
\[ V(y(t, \cdot)) \leq e^{2\theta T Q + 2\theta + 2(1-\sigma) \frac{1}{\nu}} \]
\[ \times \left[ 1 + \rho \epsilon_1 W_1 \left(\frac{1}{\nu}\right) e^{-2(1-\sigma)(1-\frac{1}{2}) - \eta \frac{1}{2}} \right]. \]

This ends the proof of Theorem 1.

**Remark 3.** We emphasize again that it was crucial that $u \in C_{p,w}(R^+, R^n)$ just to be able to apply Proposition 1 and to prove existence and uniqueness of solution.

The decreasing function $c_1$ has been added within the triggering law with the aim to prove that the control value, under the triggering condition (19), has a finite number of discontinuities as it could be seen in the proof of Lemma 1.

3.3. $D^+ V$ event-based stabilization

Let us consider in this section an event-triggered control similar to the one proposed in Marchand et al. (2013). This triggering condition is not based on the existence of an Input-to-State stability assumption but relies on the time derivative
of a Lyapunov function. This approach can also be found in an implicit form in Heemels et al. (2012) for a linear plant, in which it is required that the solution of an event-based implementation satisfies what they call weaker inequality. The control value is then only updated when such an inequality is violated. Without entering into further details about the aforementioned approaches for finite dimensional systems, we will just point out that, in this work, the weaker inequality that causes an event when violated is of the following form:

$$D^+V_{ev} \leq (1 - \sigma)D^+V_{cont} + \varepsilon, \quad \sigma \in (0, 1)$$

where $D^+V_{ev}$ is the right time-derivative of the Lyapunov function candidate of the system when the control is updated only on events and $D^+V_{cont}$, the right time-derivative of the same Lyapunov function candidate but for a control that is continuously updated and $\varepsilon$ a non-negative decreasing function of time. Following the same idea, we will consider the Lyapunov function candidate $V$ given by (16). Since $d$ will here again denote the deviation between the continuously updated control and the event-triggered ones (as is (22)), $D^+V_{e}$ will denote the right time-derivative of $V$ when $d \neq 0$:

$$D^+V_{e} = z^T \left[ G^T Q A G - e^{-2\mu t} Q A \right] z + 2(Gz)^T Q A d + \int_0^1 y^T (-2\mu \Lambda e^{-2\mu s} Q) y ds$$

whereas $D^+V_{cont}$ will denote the right time-derivative of $V$ when $d = 0$:

$$D^+V_{cont} = z^T \left[ G^T Q A G - e^{-2\mu t} Q A \right] z + \int_0^1 y^T (-2\mu \Lambda e^{-2\mu s} Q) y ds$$

Now that the main idea has been stated, let us formulate this in a more rigorous way with the definition of the following operator that plays the same role as Definition 3 for the ISS based approach presented in Section 3.2. Before we state the definition, let us note that, using (32) and (33), $D^+V_{e} \leq (1 - \sigma)D^+V_{cont} + \varepsilon$ is equivalent to the following, for all $t \geq 0$ and $t_k^0$ to be defined later on,

$$\sigma z(t)^2 \left[ G^T Q A G - e^{-2\mu t} Q A \right] z(t) + 2(Gz(t))^T Q A B K (z(t_k^0) - z(t)) + (BK (z(t_k^0) - z(t)))^T Q A B K (z(t_k^0) - z(t)) \leq 2\mu \sigma \int_0^1 y^T Q A \Lambda y e^{-2\mu s} ds + \varepsilon(t).$$

**Definition 4 (Definition of $\varphi_2$).** Let $\varphi_2, \eta > 0, \sigma \in (0, 1), K$ in $\mathbb{R}^{m \times n}$, $G = H + BK$ in $\mathbb{R}^{m \times n}$, $D$ a diagonal positive definite matrix in $\mathbb{R}^{n \times n}$, $\mu > 0$ such that $G^T DG - e^{-2\mu t} D$ is a negative symmetric matrix in $\mathbb{R}^{n \times n}$. $V$ given by (16) and $\varphi_2(t) = \varphi_2(t) = \sqrt{\sigma} e^{-\eta t} g(t)$ for all $t \geq t_k^0$. Let us define $\varphi_2$ the operator which maps $z$ to $u$ as follows:

Let $z$ in $\mathcal{C}_{rpe}([t^0, \infty))$ and $\varphi_2$, which is the time function $W_2$ be defined similarly to (18), for all $t \geq t_k^0$ by:

$$W_2(t) = \sum_{i=0}^{n-1} \int_0^1 \left( Hz \left(t - \frac{x}{\tau} \right) + B u \left(t - \frac{x}{\tau} \right) \right)^2 e^{-2\mu s} ds.$$

If $V(t) > 0$, let the increasing sequence of time instants $(t_k^0)$ be defined iteratively by $t_k^0 = 0$, $t_1^0 = \frac{1}{\varepsilon}$, and for all $k \geq 1$,

$$t_{k+1}^0 = \inf \{ t \in [t_k^0 + \sigma z(t)^2 \left[ G^T DG - e^{-2\mu t} D \right] z(t) + 2(Gz(t))^T DBK (z(t) - z(t)) + (BK (z(t) - z(t)))^T DBK (z(t) - z(t)) \geq 2\mu \sigma W_2(t) + \varepsilon(t) \}.$$
As in the proof of Lemma 1, we denote $\tau_i$ the value of $\tau$ when $\xi = \frac{\tau_i}{m+1} e^T(t_{k+1})$. Here again, we assume first that there are at least two consecutive discontinuity instants in $(t_k^u, t_{k+1}^u)$ and let $t_{k+1}^u$ be the first one.

Let us consider the triggering condition (34) in Definition 4 and using the continuity of $W_2$, $e_2$ and $w_2^i$, it holds at time $t = t_{k+1}^u$:

$$\sigma z^2(t_{k+1}^u) \left( C^T DG - \sigma e^{2\mu_D} D^T z(t_{k+1}^u) \right) + 2(\nu^G z(t_{k+1}^u))^T DBK (z(t_{k+1}^u) - z(t_{k+1}^u))$$

Knowing that $(BK(z(t_{k+1}^u) - z(t_{k+1}^u)))^T DBK (z(t_{k+1}^u) - z(t_{k+1}^u)) = \| \sqrt{DBK} (z(t_{k+1}^u) - z(t_{k+1}^u)) \|^2$ and according to (38) and (39), one gets

$$\| w_2^i(t_{k+1}^u) \|^2 \leq \mu W_2(t_{k+1}^u) + e_2(t_{k+1}^u).$$

Moreover, using the non-negativity of $W_2$ and $-z^T(t_{k+1}^u) (\nu^G + \sigma) G^T DG - \sigma e^{2\mu_D} D^T z(t_{k+1}^u)$, the fact that $e_2$ is a decreasing function, the uniform continuity argument and the definition of $\tau_i$, one gets

$$\| w_2^i(t_{k+1}^u) \|^2 \geq \frac{\nu}{\mu} \tau_i^2 e_2(t_{k+1}^u) \geq \frac{\nu}{\mu} \tau_i^2 e_2(t_{k+1}^u) \quad \Rightarrow \quad \| w_2^i \|^2 \geq \tau_i^2.$$

Thus, $\tau_i$ gives a lower bound for the duration between two input updates, depending only on the interval $(t_k^u, t_{k+1}^u)$. The remaining part of the proof that $u$ is in $C^0_{\text{pu}}(\mathbb{R}^+, \mathbb{R}^m)$ follows the lines of Lemma 1.

For proving the causality property of the operator $\varphi_2$, it is sufficient to follow the same steps as in proof of Lemma 1 but considering, at the final step of the proof, $f(t) = \sigma^2 (t) \left( C^T DG - \sigma e^{2\mu_D} D^T z(t) \right) + 2(\nu^G z(t))^T DBK (z(t) - z(t)) + (BK(z(t))^T DBK (z(t) - z(t)) = \| \sqrt{DBK} (z(t) - z(t)) \|^2$ and $f^T(t) = \sigma z^2(t) (C^T DG - \sigma e^{2\mu_D} D^T z(t)) + 2(\nu^G z(t))^T DBK (z(t) - z(t)) + (BK(z(t))^T DBK (z(t) - z(t)) = \| \sqrt{DBK} (z(t) - z(t)) \|^2$ and $f^T(t) = \sigma z^2(t)$.

Since $u$ is in $C^0_{\text{pu}}(\mathbb{R}^+, \mathbb{R}^m)$ and the causality property is satisfied, Assumption 1 holds. It concludes the proof.

Combining the previous lemma with Proposition 1, we get

**Corollary 2.** For any $y^0$ in $C^0_{\text{pu}}([0, 1], \mathbb{R}^m)$, there exists a unique solution to the closed-loop system (1)–(3), (7) and controller $u = \varphi_2(z)$.

### 3.3.2. Stability of the closed-loop system

Let us now state our second main result.

**Theorem 2.** Let $K$ be in $\mathbb{R}^{m \times n}$ such that Assumption 2 holds for $G = H + BK$. Let $\mu > 0$, $Q$ a diagonal positive matrix in $\mathbb{R}^{m \times n}$ and $v = \mu \lambda$ be as in Proposition 2. Let $\sigma$ be in $(0, 1)$, $\eta > 0$ and $e_2$ and $\varphi_2$ be given in Definition 4. Let $V$ be given by (16) and $d$ given by (22). Then the system (1)–(3), (7) with the controller $u = \varphi_2(z)$ has a unique solution and is globally exponentially stable. Moreover, it holds for all $t \geq \frac{1}{\lambda}$,

$$D^+ V(t) \leq -2\nu (1 - \sigma) V(t) + e_2(t).$$

**Proof.** The existence and uniqueness of a solution to system (1)–(3), (7), with $u = \varphi_2(z)$ is given by Corollary 2.

We are now going to show that the system is globally exponentially stable. Assume that $V(\frac{1}{\lambda}) > 0$ (the other case is studied as in Theorem 1).

From the stability of $\varphi_2$, events are triggered as so to guarantee for all $t \geq \frac{1}{\lambda}$, $\sigma^2(t) \left( C^T Q AG - \sigma e^{2\mu_D} Q A \right) z(t) + 2(\nu^G z(t))^T Q AD(t) + d^T(t) Q AD(t) \leq 2\nu W_2(t) + e_2(t)$ and therefore $D^+ V(t) \leq - (1 - \sigma) D^+ V(t) + e_2(t)$ by taking into account that $D = QA$ and $\epsilon = \epsilon_2$. By construction, it follows that, for all $t \geq \frac{1}{\lambda}$,

$$D^+ V(t) = D^+ V_e(t) \leq - (1 - \sigma) D^+ V(t) + e_2(t).$$

Using $AQ \geq \lambda Q$ and Proposition 2, it is clear that $D^+ V(t) \leq -2\nu V$. Therefore, in (41), for all $t \geq \frac{1}{\lambda}$,

$$V(y(t^e, \cdot)) \leq e^{\frac{2\nu}{\lambda}(2(\theta + \mu) + 2(1 - \sigma) \frac{1}{\lambda})} \times \left[ 1 + \frac{2\nu e^{-\frac{1}{\lambda}}}{\lambda} \right] e^{2v(1 - \sigma)\lambda V(y^0)}.$$
Taking $\rho$ as the largest eigenvalue of matrix $(1 + \frac{1}{2}) QA_1$, one gets,

$$D^* V_{eq} \geq (1 - \sigma) D^* V_{cont} + \varepsilon_2 \Rightarrow \rho \|d\|^2 \geq 2\nu\sigma V + \varepsilon_2.$$  

Finally, using Proposition 3, one gets, for all $t \geq \frac{1}{2}$,

$$\|d\|^2 \geq \kappa W_1 + \varepsilon_1$$

and thus inequality (42) holds, with $\varepsilon_1 = \frac{\varepsilon_2}{\rho}$ and $\kappa = \frac{2\nu\sigma}{\rho}$.

**Remark 5.** One consequence of Proposition 4 is that controller $u = \varphi_1(z)$ generates the first triggering time before the controller $u = \varphi_2(z)$. Of course, this does not imply that we have less triggering times with $\varphi_2$ than $\varphi_1$. However, this property and in turn, larger inter-execution times in average under $\varphi_2$ times, are observed on numerical simulations as we will see in the next section.

### 4. Numerical simulations

Numerical simulations were done by discretizing an example of linear hyperbolic system. For that purpose we have used a two-step variant of the Lax–Friedrichs numerical method presented in Shampine (2005b) and the solver on Matlab in Shampine (2005a). We selected the parameters of the numerical scheme so that the Courant–Friedrich–Levy condition for the numerical stability holds. In addition, the sufficient stability condition is achieved using classical numerical tools for semi-definite programming (see e.g. Yalmip toolbox Lobberg, 2004 with SeDuMi solver).

As a matter of example, we consider a system of $2 \times 2$ hyperbolic conservation laws describing the traffic flow on a roundabout made up of only two inputs/outputs. Inspired by Bastin et al. (2007), where an example of ramp–metering control in road traffic networks is treated, we consider the structure of Fig. 1 for a network in compartmental system representation describing flows on conservative networks. Each compartment or node represents a segment of the roundabout. Based on LWR model (see e.g. Coclite et al., 2005), let us consider the special case where the dynamic of the system is written as a set of kinematic wave equations,

$$\dot{q} + C(q)\partial_t q = 0$$

where $q = \begin{bmatrix} q_1 \\ q_2 \end{bmatrix}$ is the flux. $C(q) = \text{diag}(c_1(q_1^*) \quad c_2(q_2^*))$ is the matrix of characteristic velocities. The boundary conditions are

$$q_1(t, 0) = \gamma q_1(t, 1) + v_1(t)$$

$$q_2(t, 0) = \beta q_1(t, 1) + v_2(t)$$

with $\gamma$ and $\beta$ are traffic splitting factors at the two exits of the roundabout and $v_1(t)$ and $v_2(t)$ are the in-fluxes injected from outside into compartments 1 and 2 respectively. They can be viewed as control inputs (e.g. when modulating with traffic lights). With these control actions, one intends to prevent the appearance of traffic jams on the roundabout or to achieve a desired steady-state without congestion. As in Bastin et al. (2007), we assume free-flow conditions. In that case, characteristic velocities are all positives. In addition, a steady-state for the system $(q^*, v^*)$ is space invariant and satisfies (44), that is $q_1^* = \gamma q_2^* + v_1^*$ and $q_2^* = \beta q_1^* + v_2^*$. We select the steady-state $(q^*, v^*)$ as a free-flow steady-state. We want to stabilize it under linear output feedback control of the form

$$v_1(t) = v_1^* + k_1(q_1(t, 1) - q_1^*)$$

$$v_2(t) = v_2^* + k_2(q_1(t, 1) - q_1^*)$$

where $k_1$, $k_2$ are tuning control parameters. Defining the deviations $y = q - q^*$ and $u = v - v^*$, the linearization of system (43) at the equilibrium is given by

$$\dot{y} + C(q^* )\partial_t y = 0$$

with $y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}$. $C(q^*) = \text{diag}(c_1(q_1^*) \quad c_2(q_2^*))$ and the boundary condition given by

$$y(t, 0) = H y(t, 1) + B u(t)$$

where $H = \begin{bmatrix} 0 & \gamma \\ \beta & 0 \end{bmatrix}$, $B = I_2$ and $u(t) = Ky(t, 1)$ with $K = \begin{bmatrix} 0 & k_1 \\ k_2 & 0 \end{bmatrix}$. We then perform simulations setting $c_1(q_1^*) = 1$, $c_2(q_2^*) = \sqrt{2}$, $\gamma = 0.7$, $\beta = 0.9$. The initial condition is $y(0, x) = [4x(x-1) \quad \sin(8\pi x)]^T$ for all $x \in [0, 1]$. It is worth remarking that due to the nature of this problem, the system in open-loop converges to the equilibrium, i.e. $\rho_1(H) < 1$ holds, thus the system (45) in open-loop is GES. Therefore, the design of the control $u(t)$ would be rather devoted to improve the performance of the network (e.g. to accelerate the time convergence to the steady-state, by decreasing the $\rho_1$-norm of the boundary condition).

#### 4.1. Continuous stabilization: controller $u = \varphi_1(z)$

The boundary condition is $y(t, 0) = H y(t, 1) + B u(t)$ where $u(t) = \varphi_2(z(t)) = K z(t)$ is the continuous controller acting from $t \geq \frac{1}{2} = 1$. The initial condition was chosen such that the zero-order compatibility condition is satisfied i.e. $y(0, 0) = (H + BK)y(0, 1)$. Condition (14) holds since $|\Delta H H_1^{-1} | = 0.0879 < 1$ with $\Delta H = \begin{bmatrix} 1.2729 \\ 0 \end{bmatrix}$ and thus $\rho_1(H) < 1$. Then, $K$ has been designed such that $\rho_1(G) < \rho_1(H) < 1$ with $G = H + BK$. To be more specific, with $K = \begin{bmatrix} 0 & -0.9 \\ 0.3 & 0 \end{bmatrix}$ and $\Delta C = \begin{bmatrix} 0.9134 \\ 0 \end{bmatrix}$, $\Delta C_1^{G} C_{1\infty}^{-1} = 0.7262 < 1$. It implies that the closed-loop system is GES and the $\rho_1$-norm of the boundary condition is smaller than the open-loop case. Besides this, condition (15) in Proposition 2 was also checked getting as a result the existence of scalars $\mu = 0.1$, $\nu = 0.1$ and one symmetric matrix $Q = \begin{bmatrix} 0.8346 \\ 0 \end{bmatrix}$. 1.1191.

#### 4.2. ISS event-based stabilization: controller $u = \varphi_1(z)$

The boundary condition is now $y(t, 0) = H y(t, 1) + B u(t)$ where $u(t) = \varphi_2(z(t))$. The parameters for the triggering algorithm were chosen to be $\alpha = 0.5$, $\sigma = 0.9$. Therefore, $\rho = 4.7481$, $\kappa = 0.0379$ and $(1 + \alpha)C_1^G D_1 C_1^G - e^{-2\mu} Q A_1 = \begin{bmatrix} -0.6833 \\ 0 \end{bmatrix}$ is a symmetric negative definite matrix. Hence, Theorem 1 holds. The function $\epsilon_1$ used in the triggering condition (19) is chosen to be $\epsilon_1(t) = \zeta_1 V(1) e^{-\gamma t}$, $t \in \mathbb{R}^+$.

**Table 1**

<table>
<thead>
<tr>
<th>Mean value</th>
<th>Standard deviation</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISS event-based</td>
<td>0.0448</td>
<td>0.1702</td>
</tr>
<tr>
<td>D*V event-based</td>
<td>0.1361</td>
<td>0.1972</td>
</tr>
</tbody>
</table>

**Fig. 1.** Network of 2 conservation laws for a roundabout.
with $\eta = 0.4$, $V(1) = 0.6390$, and $C_z$ is such that $C_z V(1) = 5 \times 10^{-3}$. Fig. 2 shows the time evolution of the functions appearing in the triggering condition (19). Once the trajectory $|d|^2$ reaches the trajectory $xV + \varepsilon_1$, an event is generated, the control value is updated and $d$ is reset to zero. The number of events under this event-based approach was 89, counting them from $t \geq \frac{1}{2} = 1$. It is considerably less with respect to continuous stabilization, since the number of discretization points in time is $NT = 8000$ with a discretization step $\Delta t = 1 \times 10^{-3}$.

4.3. $D^+V$ event-based stabilization: controller $u = \psi_2(z)$

The boundary condition is now $y(t, 0) = Hy(t, 1) + Bu(t)$ where $u(t) = \psi_2(z)(t)$. The only parameter to be chosen here is $\sigma$ and it is as before, $\sigma = 0.9$. The function $\varepsilon_2$ used in the triggering condition (34) is $\varepsilon_2 = \rho \varepsilon_1$ with $\rho = 4.7481$ and $\varepsilon_1$ given by (47). The number of events under this event-based approach was 30, counting them from $t \geq 1$.

A comparison of the functions $V$ when stabilizing with $\psi_0$, $\psi_1$ and $\psi_2$ is done as shown in Fig. 3. It can be noticed that under the two event-based stabilization approaches, global asymptotic stability is achieved with different observed rates despite similar theoretical guarantees. $D^+V$ event-based stabilization results in slower convergence but leads to larger inter-execution times than the ISS one which results in faster convergence. Moreover, the first triggering time occurs with $\psi_2$ which is consistent with Proposition 4. For both approaches, $\sigma$ has been reduced to as much as possible the number of triggering times. The closer $\sigma$ is to zero, the faster triggering is required. Fig. 4 shows the first component of solution when stabilizing with both $\psi_1$ (left) and $\psi_2$ (right). Note that for both approaches, oscillations are presented near the equilibrium and asymptotic stability is achieved. It is worth remarking that under continuous stabilization with $\psi_0$, it is possible to achieve the convergence to the equilibrium in finite time. Such a time, for this particular illustrating example, is given by $T_0 = \frac{\pi}{2} + \frac{1}{2} + \frac{1}{2} = \frac{4\pi + 7}{2}$ s.

Moreover, for both event-based approaches, we ran simulations for several initial conditions given by $y_{a,b}^0(x) = \left[ ax(1 - x)^{\frac{1}{2}} \sin((2a + b)\pi x) \right]$, $a = 1, \ldots, 5$ and $b = 1, \ldots, 10$ on a frame of 8 s. Note that these initial conditions satisfy the zero-order compatibility condition. We have computed the duration intervals between two triggering times (inter-execution times). The mean value, standard deviation and the coefficient of variation of inter-execution times for both approaches are reported in Table 1 and the density of such inter-execution times is given in Table 1.

5. Conclusion

In this paper, event-based boundary controls to stabilize a linear hyperbolic system of conservation laws have been designed. The analysis of global exponential stability is based on Lyapunov techniques. Moreover, we have proved that under the two event-based stabilization approaches, the solution to the closed-loop system exists and is unique. This paper might be considered as the first contribution to event-based control of Hyperbolic PDEs, and complements the work of Fridman and Blighovsky (2012) and Selivanov and Fridman (2015) on sampled data control of parabolic PDEs and on event-based control of parabolic PDEs, respectively.

This work leaves some open questions for future works. The event-based stabilization approaches may be applied to a linear hyperbolic system of balance laws. Another interesting point is to apply this control strategy to open channels modeled by the Saint-Venant equations (see e.g. de Halleux et al., 2003). Indeed, actuation might be expensive due to the actuator inertia when regulating the water level and the water flow rate by using gates opening as the control actions. Then, event-based control would suggest to modulate efficiently the gates opening, only when needed. Another interesting application could be flow control on vehicle highway traffic networks with junctions as considered in Coclite et al. (2005). It would generalize what it has been done in Section 4. The rate inflow might be controlled throughout traffic lights modulation in strategies such as ramp-metering on event-based fashion which is actually a realistic approach for the actuator in the system. Concerning the event-based algorithms, it can also be interesting to add an internal dynamic so as it filters...
Let us prove that $V$ is continuous and right differentiable on $\mathbb{R}^+$. From (16), it follows that

$$V(y) = \sum_{d_0}^n Q_{d_0} V_d(y)$$

(48)

where $V_d(y) = \int_0^1 y_d^2(x) e^{-2\mu x} dx$. Let $y$ be a solution of (1)–(3), let $t$ in $\mathbb{R}^+, x \in [0, 1], h > 0$ then

$$y_d(t+h,x) = \begin{cases} y_d(t+h - \frac{x}{\lambda_d h}, 0), & \text{if } \lambda_d h \geq x \\ y_d(t, x - \lambda_d h), & \text{if } \lambda_d h < x. \end{cases}$$

(49)

Let $V(t) = V(y(t, \cdot))$ and $V_d(t) = V_d(y_d(t, \cdot))$. Using (49), $V_d(t + h) - V_d(t)$ is computed as follows:

$$V_d(t+h) - V_d(t) = \int_0^{\lambda_d h} y_d^2(t+h - \frac{x}{\lambda_d h}, 0) e^{-2\mu x} dx$$

$$+ \int_{\lambda_d h}^1 y_d^2(t, x - \lambda_d h) e^{-2\mu x} dx$$

Hence,

$$V_d(t+h) - V_d(t) = \int_0^{\lambda_d h} y_d^2(t+h - \frac{x}{\lambda_d h}, 0) e^{-2\mu x} dx$$

$$- \int_0^1 y_d^2(t, x) e^{-2\mu x} dx$$

$$= \int_0^{\lambda_d h} y_d^2(t+h - \frac{x}{\lambda_d h}, 0) e^{-2\mu x} dx$$

$$+ \int_{\lambda_d h}^1 y_d^2(t, x) e^{-2\mu x} e^{-2\mu \lambda_d h} dx$$

$$- \int_0^1 y_d^2(t, x) e^{-2\mu x} dx.$$

Since $y_d(\cdot, 0) \in C_{p,w}(\mathbb{R}^+, \mathbb{R}^n)$, we have

$$\lim_{h \to 0^+} \frac{1}{h} \int_0^{\lambda_d h} y_d^2(t+h - \frac{x}{\lambda_d h}, 0) e^{-2\mu x} dx = \lambda_d y_d^2(t, 0).$$

Now, due to the fact that $y_d(t, \cdot) \in C_{p,w}([0, 1], \mathbb{R}^n)$, for all $t \geq 0$,

$$\lim_{h \to 0^+} \frac{1}{h} e^{-2\mu \lambda_d h} \int_{1-\lambda_d h}^1 y_d^2(t, x) e^{-2\mu x} dx = \lambda_d y_d^2(t, 1) e^{-2\mu}.$$
In addition, on gets
\[ \lim_{h \to 0^+} \frac{1}{h} (e^{-2\mu x} - 1) = -2\mu \lambda_d \]
therefore,
\[ \lim_{h \to 0^+} \frac{V(t+h)-V(t)}{h} = \lambda_d \frac{d}{dt} \psi(t,0) - \lambda_d \frac{d}{dt} \phi(t,1) e^{-2\mu x} - 2\mu \lambda_d \int_0^1 \frac{d}{dt} \frac{\psi(t,x)}{e^{2\mu x}} \, dx. \]  
(50)

From (48) and (50) we get,
\[ \lim_{h \to 0^+} \frac{V(t+h)-V(t)}{h} = \sum_{d=1}^n Q_d \left( \lambda_d \frac{d}{dt} \psi(t,0) - \lambda_d \frac{d}{dt} \phi(t,1) e^{-2\mu x} - 2\mu \lambda_d \int_0^1 \frac{d}{dt} \frac{\psi(t,x)}{e^{2\mu x}} \, dx \right) \]
which proves that \( V \) is right differentiable and in turn right continuous. Moreover, since \( D^+ V = \lim_{h \to 0^+} \frac{V(t+h)-V(t)}{h} \) holds. In order to prove that \( V \) is left continuous, let us consider the case when \( h \to 0^+ \). Then,
\[ y_d(t+h,x) = \begin{cases} y_d(t+h - \frac{(n-1)}{x_d}, 1), & \text{if } x \geq \lambda_d + h \\ y_d(t,x - \lambda_d h), & \text{if } x < \lambda_d + h \end{cases} \]
(51)
and
\[ V_d(t+h) - V_d(t) = \int_{t-h}^{t} \frac{d}{dt} \phi(t,x) e^{-2\mu x} d\tau \]
\[ + \int_{t}^{t+h} \frac{d}{dt} \psi(t+h,x) e^{-2\mu x} d\tau \]
\[ - \int_{0}^{t} \frac{d}{dt} \phi(t,x) e^{-2\mu x} d\tau \]
which can be rewritten as follows,
\[ V_d(t+h) - V_d(t) = \int_{t-h}^{t} \frac{d}{dt} \phi(t+h-x) e^{-2\mu x} d\tau \]
\[ - e^{-2\mu x} \int_{0}^{t} \frac{d}{dt} \phi(t,x) e^{-2\mu x} d\tau \]
\[ + (e^{-2\mu x} - 1) \int_{0}^{t} \frac{d}{dt} \phi(t,x) e^{-2\mu x} d\tau. \]
(52)

From (52) it can be noticed that,
\[ \lim_{h \to 0^+} V_d(t+h) - V_d(t) = 0. \]
Therefore, \( V \) is left continuous. Since it is also right continuous, it is continuous on \( \mathbb{R}^+ \). This concludes the proof of Lemma 2.
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