On-ground aircraft control design using a parameter-varying anti-windup approach
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A B S T R A C T

As an original alternative to dynamic inversion techniques, a non-standard anti-windup control strategy is developed in this paper in order to improve the on-ground control system of a civilian aircraft. Using a linear fractional representation (LFR) of the aircraft in combination with an original approximation of the nonlinear ground forces by saturation-type nonlinearities, the proposed design method delivers low-order and robust controllers, which are automatically adapted to the runway state and to the aircraft longitudinal velocity. The efficiency of the design scheme is assessed by several nonlinear simulations.
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1. Introduction

Fly-by-wire systems are now commonly used on-board transport aircraft. They allow the automation of many parts of the flight, including the highly nonlinear landing phase. This automation significantly reduces the piloting workload that traditionally required the full attention of pilots, such as navigation tasks, weather watch, air traffic communications and on-board activities monitoring. This is permitted by the fly-by-wire laws that control the airplane and ensure that it follows some precise orders. In addition, some flight-domain protections contribute to enhancing the safety of flights by preventing from entering abnormal conditions. Aircraft manufacturers work in close collaboration with academics in order to integrate some modern control techniques to their process, making today fly-by-wire control laws highly reliable, robust and efficient. In the past years, enhanced functionalities such as turbulence or gust alleviation have thus been introduced, allowing increased comfort in flight, but also decreased structural loads on the airframes.

On the other hand, aircraft on-ground control remains very limited and mainly consists of heading and velocity control once aligned on the runway before take-off or after touch-down. It is performed without explicit control of the pilot and the dedicated control laws are quite simple compared to those developed for the flight phases: they do not offer the same protections of the normal operating envelope, and robustness to external disturbances or variation in the runway state is not ensured. Moreover, apart for keeping the aircraft on the runway, all turns and maneuvers on ground are directly performed by the pilots using manual open-loop control. This difference between in-flight and on-ground control can be explained easily. Aerodynamics and their impact on handling qualities have been extensively studied in the past. But the on-ground motion is more complex due to the coupling between aerodynamics and friction forces between the wheels and the ground, the latter being highly nonlinear and depending on many external parameters. Of course, right after touchdown, the aerodynamic effects are dominating, while on the taxiway the main concern is ground forces. Nevertheless, the coupling between the two is high during the acceleration and deceleration phases. Moreover, the effects of wind or gusts are amplified by the aerodynamic characteristics of the aircraft, and they significantly impact the ground forces and the motion along the runway or the taxiway.

Air transport has experienced several runway overruns in the past years. A first benefit of using an autopilot to automate the on-ground motion would thus be to improve the safety during airport operations whatever the visibility, rain, wind or gust. But there is also an economic benefit. Indeed, the longitudinal distances between aircraft currently need to be increased in bad weather conditions. And managing the on-ground traffic requires additional safety margins in case of fog. In this context, the automation of the on-ground motion appears as a prerequisite to...
a more autonomous on-ground traffic and to increased airports traffic capabilities. These requirements are pushing for developing enhanced on-ground control functionalities. The first step consists in developing robust ground-by-wire control laws, so as to pilot the lateral load factor $N_y$ or the yaw rate $r$ for the lateral motion, and the longitudinal load factor $N_z$ or the ground velocity $V_x$ for the longitudinal motion. The second step is then to develop autonomous navigation, such as runway exit at the right speed while minimizing the occupation time, or autonomous motion along the taxiways towards the selected gate for instance. These last tasks can be performed by computing the right orders to send to the ground-by-wire control laws. The most challenging aspect today, which is investigated in this paper, is thus the first step: being able to provide a safe, robust and reliable on-ground control of an airplane in the highly nonlinear and fast varying context of the on-ground motion.

A preliminary solution based on a nonlinear (NL) dynamic inversion technique was proposed in [10] to control the lateral motion of an on-ground aircraft. More precisely, it was shown in this paper that linear methods could not be directly applied for this specific control application. An alternative solution is proposed here, which consists in reducing the highly nonlinear interactions between the tyres and the ground to saturation-type nonlinearities. The resulting control issue thus falls within the scope of anti-windup techniques. In this context, a dynamic anti-windup design method based on modified sector conditions [13] is proposed to optimize a newly introduced performance level for saturated systems [8]. The extension to parameter-varying systems is also highlighted. Interestingly, the problem is shown to be convex for the considered application. As a result, the anti-windup gains are easily computed. Moreover, it is shown that the saturation levels, which depend on the runway state, can be identified on-line, and that the resulting estimator can be written as an LFR. This enables a clever adaptation of the performance levels. The present contribution should thus be read as a non-standard application of anti-windup control, which is here an original alternative to dynamic inversion.

The paper is organized as follows. A high-fidelity nonlinear on-ground aircraft model developed in an industrial context is succinctly described in Section 2 and a simplified design-oriented LFR is derived in Section 3. The proposed control strategy is stated in Section 4, while Section 5 is devoted to the presentation of some new results regarding anti-windup design and to the way they can be extended to handle parameter-varying plants. Section 6 then details both the design process on the simplified model and the controller implementation on the full nonlinear plant. Several simulations are performed, which demonstrate the significant improvements induced by the anti-windup compensator. Concluding remarks are presented in Section 7, which also provides directions for future works.

2. Description of the high-fidelity on-ground aircraft model

2.1. General architecture

The open-loop nonlinear model presented in this section describes the on-ground dynamics of an Airbus transport aircraft with two engines. It is representative of the aircraft behavior from touchdown to complete stop and can be represented by three main blocks of differential equations, as shown in Fig. 1.

The EoM block contains the equations of motion and is generic for all aircraft (on-ground and airborne). Its inputs are the total forces $F$ and moments $M$ and its outputs are the twelve standard aircraft degrees of freedom, namely the linear and angular positions ($\Psi$ and $\Xi$) and velocities ($V$ and $\Omega$). As an example, the evolution of $V = [V_x V_y V_z]^T$ and $\Omega = [p q r]^T$ is described by:

$$\begin{align*}
\dot{V} &= \left[ \frac{F}{m} - \Omega \wedge V \right] \\
\dot{\Omega} &= \left[ I^{-1}(M - \Omega \wedge (I \Omega)) \right]
\end{align*}$$

where $I$ is the inertia matrix and $m$ the aircraft mass.

The main forces $F = [F_x F_y F_z]^T$ and moments $M = [M_x M_y M_z]^T$ acting on the aircraft are modeled in the F&M block and correspond to the aerodynamic effects, the gravity, the engines thrust and the ground forces. They depend on several aerodynamic and environmental data, but also on the positions of the actuators (rudder deflection $\delta_r$, nose wheel angular position $\theta_{NWL}$, braking torque at main landing gear $BT_{MG}$ and engine thrust $T_{eng}$). The aerodynamic coefficients $C_L$, $C_D$ and $C_L$ are modeled by neural networks. But the most specific and important contribution comes from the ground forces $F_{ground}$, which are induced by the interactions (wheel slip, rolling drag, braking forces) between the nose wheel (NW) and main landing gear (MG) tyres and the ground. Their computation is quite complex because they are highly nonlinear functions of the local sideslip angles $\beta_{NW}$ and $\beta_{MG}$, but also of the vertical load $F_z$, the runway state (dry, wet or icy) and the aircraft longitudinal velocity $V_x$. A macroscopic nonlinear model is used which combines various elements from [2,3].

The Act block contains the actuators models. It is composed of three nonlinear subsystems associated to the nose wheel steering system, the braking system and the engines.

2.2. Need for a simplified model

The nonlinear model presented in Section 2.1 is described by differential equations. It is not directly compatible with the anti-windup design tools developed in Section 5, which require the considered plant to be written as an LFR. A first method is to convert it using the nonlinear symbolic LFT modeling approach.
proposed in [19]. An exact representation is then obtained, whose Δ block is a 201 × 201 matrix [20]. Nevertheless, such a representation is intractable for control laws development because of its high complexity. A better alternative consists in simplifying the initial nonlinear model before trying to put it under an LFT form. Both the simplifying assumptions and the strategy used to build a design-oriented model are described in Section 3.

3. Towards a design-oriented lateral LFT model

In this paper, the emphasis is placed on the lateral behavior of the on-ground aircraft. Nevertheless, a few guidelines are provided in the concluding section to explain how the proposed modeling and control strategy can be easily extended to the longitudinal behavior.

3.1. Simplifying assumptions

Several assumptions are made to simplify the nonlinear model introduced in Section 2:

(A1) Inertial cross-coupling terms are neglected, which means that the inertia matrix is diagonal: \( I = \text{diag}(I_{xx}, I_{yy}, I_{zz}) \).

(A2) The runway is perfectly horizontal: there is no variation in the vertical position of the center of gravity, i.e. \( V_z = 0 \) and \( \dot{V}_z = 0 \).

(A3) The compressibility effects of the shock absorbers located on the landing gears are neglected. As a consequence, both pitch rate and roll rate remain constant (\( p = q = 0 \)).

(A4) Due to reasonably small variations in altitude and velocity, the aerodynamic coefficients are linearized.

(A5) The main landing gear is reduced to a single tyre located under the fuselage, so that the aircraft only has two contact points with the runway (bicycle model). This is a fairly standard assumption in the field of active vehicle control [21,11,18,1].

(A6) This paper focuses on taxiway maneuvers, which are mainly performed below 40 kts (see Section 4). The rudder thus proves almost insufficient and is not used to control the lateral motion of the aircraft.

Note that these assumptions considerably simplify the equations while preserving the quality of the model for a large class of maneuvers. The main cases for which some of them are inadequate are severe braking and differential thrust, which are not studied in this paper.

3.2. Resulting lateral equations

3.2.1. Equations of motion

According to assumptions (A1) to (A5), the equations of motion (1) can be simplified as follows:

\[
\begin{align*}
\dot{x} &= \frac{M_z}{l_{zz}} \\
\dot{V}_y &= \frac{F_y}{m} - rV_x
\end{align*}
\]

(2)

where \( r \) is the yaw rate and \( V_y \) the lateral velocity of the aircraft.

3.2.2. Forces and moments

Engine thrust is a purely longitudinal force. The same can be concluded for gravity according to assumptions (A2)–(A3). The force \( F_y \) and the moment \( M_z \) are thus only due to the aerodynamic effects and to the interactions with the ground:

\[
\begin{align*}
F_y &= F_{y0} + F_{y\epsilon} \\
M_z &= M_{a0} + M_{\epsilon}
\end{align*}
\]

(3)

Aerodynamic effects are modeled by:

\[
\begin{align*}
F_{y\epsilon} &= \frac{1}{2} \rho S \nu^2 C_y \\
M_{\epsilon} &= \frac{1}{2} \rho S c \nu^2 C_n
\end{align*}
\]

(4)

where \( \rho \) is the air density, \( S \) the reference surface of the aircraft, \( V_a \) the aerodynamic velocity and \( c \) the mean aerodynamic chord. According to assumption (A4), the aerodynamic coefficients \( C_y \) and \( C_n \) are then linearized as follows:

\[
\begin{align*}
C_y &= C_{y\epsilon} \delta_{\epsilon} + C_{y\theta} \frac{rc}{V_a} \\
C_n &= C_{n\epsilon} \delta_{\epsilon} + C_{n\theta} \frac{rc}{V_a}
\end{align*}
\]

(5)

The constant terms \( C_{y\epsilon} \) and \( C_{n\epsilon} \) are computed from the neural networks of the initial nonlinear model and the aerodynamic sideslip angle \( \beta_\theta \) is approximated by:

\[
\beta_\theta = \frac{V_y}{V_a} + \frac{W_y}{V_a}
\]

(6)

where \( W_y \) denotes the lateral wind. Nevertheless, wind models are not accurate for maneuvers performed below 70 kts, so the wind input \( W_y \) is ignored here. It is then assumed that \( V_\theta = V_y \).

Let us now focus on the lateral ground forces. They can be split up into nose wheel (NW) and main landing gear (MG) contributions:

\[
F_{y\epsilon} = F_{y\epsilonNW} + F_{y\epsilonMC}
\]

(7)

whose expressions are further detailed in Section 3.3. They mainly depend on the local sideslip angles \( \beta_{NW} \) and \( \beta_{MC} \), which correspond to the angles between the main velocity vector and the planes of the wheels. These angles can be modeled as follows thanks to assumption (A5):

\[
\begin{align*}
\beta_{NW} &= \frac{V_y + d_{NW}r}{V_x} - \theta_{NW} \\
\beta_{MC} &= \frac{V_y - d_{MC}r}{V_x}
\end{align*}
\]

(8)

where \( d_{NW} \) and \( d_{MC} \) are the distances along the longitudinal axis of the aircraft between the center of gravity and the nose wheel or the main landing gear respectively.

Noting that the moment due to ground forces can be expressed as \( M_{\epsilon} = d_{NW} F_{y\epsilonNW} - d_{MC} F_{y\epsilonMC} \), a compact parameter-multiplying model is finally obtained:

\[
\begin{align*}
\begin{bmatrix}
\dot{V}_x \\
\dot{V}_y \\
\dot{\theta}_{NW}
\end{bmatrix} &= A(V_x) \begin{bmatrix}
\dot{r} \\
\dot{V}_y \\
\dot{\theta}_{NW}
\end{bmatrix} + B \begin{bmatrix}
F_{y\epsilonNW} \\
F_{y\epsilonMC} \\
\theta_{NW}
\end{bmatrix} \\
\begin{bmatrix}
\dot{\beta}_{NW} \\
\dot{\beta}_{MC}
\end{bmatrix} &= C(V_x) \begin{bmatrix}
\dot{r} \\
\dot{V}_y \\
\end{bmatrix} + \begin{bmatrix}
1 \\
0
\end{bmatrix} \theta_{NW}
\end{align*}
\]

(9)

where the matrices \( A(V_x) \), \( B \) and \( C(V_x) \) can be determined by combining Eqs. (2)–(8).

3.2.3. Actuators

The engines and the wheel brakes are not modeled here, since they are only dedicated to longitudinal maneuvers. It can thus be assumed thanks to assumption (A6) that the lateral motion of the on-ground aircraft is only controlled via the nose wheel steering system. Moreover, numerous simulations reveal that this system can be represented with a very good precision by a first-order linear model with a rate saturation:
The key point in the modeling process is now to find a suitable expression of the lateral ground forces \( F_{\text{NYW}} \) and \( F_{\text{YMC}} \). Their dependence on the sideslip angles and the runway state is illustrated in Fig. 2 (for shortness, only the nose wheel force is shown here). It appears that these forces are close to linear functions for small sideslip angles and then reach a maximum value for an angle \( \beta_{\text{opt}} \) which highly depends on the runway state.

In normal operations, the control system is supposed to prevent sideslip angles from getting higher than \( \beta_{\text{opt}} \). As a result, it is useless to model the ground forces for \( \beta > \beta_{\text{opt}} \), at least for design purposes. This explains why, as shown in Fig. 2, these forces can be well approximated by saturation-type nonlinearities. Let us now introduce a parameter \( \lambda_{\text{rwy}} \) as an indicator of the runway state, as well as two positive scalars \( \gamma_{\text{NYW}} \) and \( \gamma_{\text{YMC}} \) referred to as the cornering gains, which correspond to the slopes of \( F_{\text{NYW}} \) and \( F_{\text{YMC}} \) in their linear regions. Forces can then be written as:

\[
\begin{align*}
F_{\text{NYW}} &\approx \text{sat}_{\text{bidual}}(\gamma_{\text{NYW}} \beta_{\text{NW}}) \\
F_{\text{YMC}} &\approx \text{sat}_{\text{bidual}}(\lambda_{\text{rwy}})(\gamma_{\text{YMC}} \beta_{\text{MC}})
\end{align*}
\]

### 3.4. Simplified LFT model of the lateral dynamics

The aerodynamic model (9), the ground forces approximation (11) and the nose wheel actuator model (10) are finally rewritten as LFR using dedicated modeling and manipulation tools [17,5,18], so as to obtain the interconnection of Fig. 3 (see [7] for further details). The resulting simplified LFR has three states (\( r, V_x \), and the actuator state), a single input \( (\theta_{\text{NW}c}) \) and two outputs \( (r \text{ and } V_y) \). The associated diagonal \( \Delta \) block is structured as follows:

\[
\Delta = \text{diag}(\Delta_{\text{NL}}, \Delta_{\text{LTV}})
\]

where:

\[
\begin{align*}
\Delta_{\text{NL}} &= \text{diag}(\text{sat}_{\text{t}}(\lambda_{\text{t}}), \text{sat}_{\text{t}}(\theta_{\text{NW}c}), \text{sat}_{\text{t}}(\theta_{\text{MC}})) \\
\Delta_{\text{LTV}} &= V_x(t).I_4
\end{align*}
\]

and \( I_4 \) is the 4-by-4 identity matrix. Note that its size has been drastically reduced compared to the initial model (see Section 2.2).

### 3.5. Time-domain simulations and validation

A standard on-ground maneuver is considered to evaluate the lateral model built in Section 3.4: the longitudinal velocity \( V_x \) is maintained below 20 kts and a step command is sent to the nose wheel actuator \( (\theta_{\text{NW}} = 40^\circ) \) on a dry runway and \( (\theta_{\text{NW}} = 20^\circ) \) on a wet runway). Simulation results are shown in Fig. 4.

The simplified LFR behaves very similarly to the full nonlinear model. Moreover, its complexity remains very moderate, which makes it tractable for on-ground control laws development.

### 4. Design strategy

This paper focuses on lateral control laws design for the on-ground aircraft described in Section 2. More generally, the challenge is to compute a controller, which ensures a good tracking of the yaw rate \( r \) and the heading \( \psi \):

- with as fast a response as possible,
- without overshoot (especially in heading),
- whatever the runway state (dry, wet or icy),
- for any aircraft longitudinal on-ground velocity.

The generic procedure depicted in Fig. 5 serves as a basis for the validation of the proposed control strategy. A special attention is notably paid to the two following maneuvers:

- maneuver 1: turn to take a 30° exit while decelerating from 30 kts to 20 kts,
- maneuver 2: make a 60° turn at 10 kts.

The issue addressed in this paper is essentially a ground vehicle control problem. It has not been widely investigated in an aeronautical context [10], but considerable work has been achieved in the area of steering control for passenger cars. Many contributions deal with robust control [18,21,14], and notably \( H_{\infty} \) control. Gain-scheduled controllers are proposed in [4,21,14], while LFT modeling is used in [18] to structure the uncertainties and then design a robust feedforward compensator. A decoupling strategy is also proposed in [1] to reduce the influence of yaw disturbances on yaw rate and sideslip angle. A common point to these approaches is that analysis and design are mostly performed in a linear framework. The lateral ground forces are thus linearized and reduced to \( F_y = g \beta \), which is a reasonable assumption as long as small variations and perturbations are considered.

The objective of the present paper is quite different: the idea is to design an autopilot to improve safety, but also to minimize the maneuver time on ground. The huge variation in the ground forces with respect to the runway state (see Fig. 2) lead us to think that standard robust control methods would yield conservative results and reduced performance. The proposed approach is to perform an on-line estimation of the ground forces instead, and thus of the runway state. This information can then be used to maintain the sideslip angle just below \( \beta_{\text{opt}} \) during turns, so that the aircraft moves quickly without all that slipping on the runway. In this perspective, it appears necessary to capture the nonlinear behavior of the ground forces. The direct use of the nonlinear model introduced in [2,3] is notably considered in [11], but the resulting model predictive control approach is computationally demanding and cannot be reasonably implemented in flight computers. The modeling of the lateral ground forces proposed in Section 3.3 thus appears to be a good compromise in terms of
both accuracy and complexity. The resulting saturations that appear in the simplified LFR depicted in Fig. 3 then strongly suggest the use of anti-windup techniques, which are further investigated in this paper. Note also that such an approach does not require to modify the nominal control laws, which is a strong industrial requirement. Indeed, an anti-windup compensator is simply added, which only acts when the sideslip angle becomes too high (see Section 6.1).

5. Anti-windup design

There exist essentially two ways in order to avoid saturation problems in systems with actuator limits. The first one, which we refer to as the one-step approach, is based – as its name implies – on a direct search for a possibly nonlinear controller which is designed from scratch. Such a controller attempts to ensure that all nominal performance specifications are met while also handling the saturation constraints imposed by the actuators. While this approach is satisfactory in principle, it leads to a difficult non-convex optimization problem. An alternative approach to the above is to perform some separation in the controller, so that one part is devoted to achieving nominal performance and the other is devoted to constraint handling. This is the approach taken in anti-windup compensation: once the nominal part of the controller has been designed, an anti-windup compensator is calculated to handle the saturation constraints. We shall not overview here all the extensive literature on this subject (see, for example, [25] for a survey of the area).

Many LMI-based approaches now exist to adjust the anti-windup gains in a systematic way. Most often, these are based on the optimization of either a stability domain [13,9], or a nonlinear $L_2$-induced performance level [26,16,15]. More recently, based on the LFT/LPV framework, extended anti-windup schemes were proposed (see [23,27,16]). In these contributions, the saturations are viewed as sector nonlinearities and anti-windup controller design is recast into a convex optimization problem under LMI constraints. Following a similar path, alternative techniques using less conservative representations of the saturation nonlinearities, yet with sector nonlinearities, are proposed in [15,13,24,8].
designed, so as to stabilize the plant performance properties in the linear region. To mitigate the adverse presentation of the resulting controller both at the input and output of this controller. A state–space representation of the dynamic anti-windup controller is to ensure that some outputs or commanded inputs. In terms of performance analysis, a classical problem is to ensure that some outputs \( y_r \) of the saturated plant remain as close as possible to the outputs \( y_{lin} \) of the corresponding nominal unsaturated behavior \( L(s) \), which amounts to minimizing the energy of the error signal \( z_p \). The performance level introduced in [8] allows to address this issue by restricting \( r \) to \( L_2 \)-bounded signals representative of step inputs, i.e. to the set \( \mathcal{W}_2^2(\rho) \) of signals \( r \in \mathbb{R}^p \) satisfying:

\[ \forall t \geq 0, \quad r(t) = r_0 e^{-\epsilon t} \]  \hspace{1cm} (18)

where \( \epsilon \) is chosen small enough compared to the system dynamics. A stable autonomous system \( R(s) \) with non-zero initial states \( r_0 \) in thus inserted into the interconnection of Fig. 6 to generate \( r(t) \). Let us now define the augmented state vector \( \xi \) obtained by merging the states of the reference model \( (r) \), the nominal (linear) closed-loop system \( (x_c) \), the open-loop plant \( (x_L) \) and the nominal controller \( (x_K) \):

\[ \xi = \begin{bmatrix} r \\ x_L \\ x_G \\ x_K \end{bmatrix} \in \mathbb{R}^{4m} \]  \hspace{1cm} (19)

The resulting system \( M(s) \) connected with the anti-windup compensator is illustrated in Fig. 7 and can be defined as follows:

\[ M(s) : \begin{cases} \dot{z} = A\xi + B_\varphi \Phi(z) + B_p v \\ z_p = [C_\varphi \xi + D_\varphi \Phi(z) + D_{pa} v] = y_r - y_{lin} \in \mathbb{R}^p \end{cases} \]  \hspace{1cm} (20)

where \( y_r \) corresponds to the first elements of the output vector \( y = [y_1, \ldots, y_n]^T \).

Finally, by adding the state \( x_j \in \mathbb{R}^{n_j} \) of the anti-windup compensator, the following augmented state vector is defined:

\[ v = \begin{bmatrix} \xi x_j \end{bmatrix} \in \mathbb{R}^{n+n_j} \]  \hspace{1cm} (21)

and therefore the global nonlinear closed-loop plant \( P(s) \) reads:

\[ P(s) : \begin{cases} \dot{z} = A \xi + B_\varphi \Phi(z) + B_p v \\ z_p = [C_\varphi \xi + D_\varphi \Phi(z) + D_{pa} v] = y_r - y_{lin} \in \mathbb{R}^p \end{cases} \]  \hspace{1cm} (22)

Let the state vector \( v \) be partitioned as \( v = [r^T \varpi^T]^T \) to distinguish more clearly the reference \( r \) from the other states \( \varpi = [x_L^T x_C^T x_K^T x_j^T]^T \in \mathbb{R}^{n+n_j} \). The anti-windup design problem to be solved can then be summarized as follows:

**Problem 5.1 (Anti-windup design).** Compute a dynamic anti-windup controller \( J(s) \) (i.e. matrices \( A_j, B_j, C_j, D_j \)) and a domain \( E(\rho) \) as large as possible such that, for a given positive scalar \( \rho \) and any reference signal \( r \in \mathcal{W}_2^2(\rho) \), the following properties hold:

- the nonlinear closed-loop plant (22) is stable for all initial condition \( \xi_0 \) inside \( E(\rho) \),
- some outputs \( y_r \) of the plant remain as close as possible to the linear reference \( y_{lin} \) (associated with the nominal unsaturated behavior), i.e. the energy of the error signal \( z_p \) is minimized.

In view of the above problem statement, the following result adapted from [8] can now be stated:

**Proposition 5.2 (Performance characterization).** Consider the nonlinear interconnection of Fig. 7 with a given anti-windup controller \( J(s) \). Let \( u(\varpi) = [p_1 p_0] \in \mathbb{R}^{n+p} \). If there exist matrices \( Q = Q^T \in \mathbb{R}^{n \times n}, \)
\( S = \text{diag}(s_1, \ldots, s_m), \ Z \in \mathbb{R}^{m \times n} \) and positive scalars \( \gamma \) and \( \bar{p} \) such that the following LMI conditions hold (where \( Z_i \) and \( C_{\phi} \) denote the \( i^{th} \) rows of \( Z \) and \( C_{\phi} \) respectively):

\[
\begin{align}
Q(u(\bar{p}))^T I_p & > 0 \\
& \begin{bmatrix}
A & B_0 C_j  \\
0 & A_j 
\end{bmatrix} Q + Q \begin{bmatrix}
A & B_0 C_j \\
0 & A_j 
\end{bmatrix}^T * * \\
S \begin{bmatrix}
B_\phi + B_j D_j  \\
B_j 
\end{bmatrix}^T - Z & -2S * \\
\begin{bmatrix}
C_p & D_p a C_j \\
D_p a & D_p a D_j 
\end{bmatrix} Q & \begin{bmatrix}
D_p \phi & D_p a D_j 
\end{bmatrix} S - \gamma I_p \\
< 0 \\
\begin{bmatrix}
Z_i & [C_{\phi} 0] \\
Q & 1 
\end{bmatrix} > 0, \quad i = 1, \ldots, m
\end{align}
\]  
(23)

then for all \( \rho \leq \bar{p} \) and all reference signals \( r \in \mathcal{W}_r(\rho) \), the nonlinear interconnected system (22) is stable for all initial condition \( \zeta_0 \) in the domain \( \mathcal{E}(\rho) \) defined as follows:

\[
\mathcal{E}(\rho) = \left\{ \zeta \in \mathbb{R}^{n_p}; \forall r \in \mathcal{W}_r(\rho), \begin{bmatrix}
\rho \\
\zeta 
\end{bmatrix} P \begin{bmatrix}
\rho \\
\zeta 
\end{bmatrix} \leq 1 \right\}
\]  
(26)

where \( P = Q^{-1} \). Moreover, the output energy satisfies:

\[
\int_0^\infty z_p(t)^T z_p(t) \, dt \leq \gamma
\]  
(27)

Let us now focus on the anti-windup design issue stated in Problem 5.1. In this case, the decision variable \( Q \) introduced in Proposition 5.2 and the state–space matrices of \( J(s) \) have to be computed simultaneously. As a result, inequality (24) becomes a BMI and is thus no longer convex. However, in the full-order case (i.e. \( n_j = n_M \)), the constraints (23)–(25) exhibit particular structures which can be exploited to derive a convex characterization.

**Proposition 5.3 (Full-order anti-windup design).** Consider the nonlinear interconnection of Fig. 7. Let \( \Gamma = \text{diag}(N_0, L_m, N_p) \), where \( N_0 \) and \( N_p \) denote any basis of the null-spaces of \( B_0 \) and \( D_0 \) respectively. Let \( v(\bar{p}) = [\bar{p}]^T \in \mathbb{R}^{m \times n} \). There exists an anti-windup controller \( J(s) \) such that the conditions of Proposition 5.2 are satisfied if and only if there exist matrices \( X \in \mathbb{R}^{m}, Y \in \mathbb{R}^{m \times n_u}, S = \text{diag}(s_1, \ldots, s_m) \) and \( W = [U V] \in \mathbb{R}^{m \times (m + n_u)} \) such that the following LMI conditions hold:

\[
\begin{align}
& v(\bar{p})^T X v(\bar{p}) < I_p \\
& \begin{bmatrix}
A^T X + X A \\
C_p & -\gamma I_p 
\end{bmatrix} < 0 \\
& \begin{bmatrix}
A Y + Y A^T \\
S \phi & -2S \\
C_p Y & 0 
\end{bmatrix}^T \Gamma < 0 \\
& \begin{bmatrix}
X & * & * \\
I_{n_M} & Y & * \\
U_1 & V_1 & C_{\phi} Y 
\end{bmatrix} > 0, \quad i = 1, \ldots, m
\end{align}
\]  
(28)–(31)

**Sketch of proof.** Following a scheme proposed by [12], it suffices to rewrite inequalities (23)–(25) of Proposition 5.2 by capturing the decision variables \( A_j, B_j, C_j \) and \( D_j \) into a single matrix \( \Omega \), which can then be eliminated using the projection lemma. \( \square \)

\[\text{Remark 5.4.} \] The matrix \( Q \) of Proposition 5.2 is obtained from \( X \) and \( Y \) as follows [12]:

\[
Q = \begin{bmatrix}
Y & I_{n_M} \\
N & 0 
\end{bmatrix} \begin{bmatrix}
I_{n_M} \\
0 
\end{bmatrix}^{-1} \quad \text{where} \quad M^T N = I_{n_M} - X Y
\]  
(32)

The decision variable \( Q \) being fixed, inequality (24) is convex with respect to the state–space matrices \( A_j, B_j, C_j \) and \( D_j \) of the anti-windup controller, which can thus be easily computed.

5.2. Fixed-order anti-windup design

Fixing the matrix \( A_j \) is a convenient way to control precisely the dynamics of the anti-windup controller. Moreover, as stated in Proposition 5.5 below, when \( C_j \) is also fixed, the anti-windup problem becomes convex even if \( n_j < n_M \).

**Proposition 5.5.** The BMI constraint (24) of Proposition 5.2 is convex as soon as the matrices \( A_j \) and \( C_j \) of the anti-windup controller are fixed.

**Proof.** It immediately follows from a classical change of variables \( B_j = B_j S \) and \( D_j = D_j S \), which is here valid since \( S > 0 \). \( \square \)

Based on this result, the following algorithm is introduced:

**Algorithm 1 (Fixed-dynamics anti-windup design).**

1. Choose appropriate \( A_j \) and \( C_j \) matrices, which define respectively the state and the output matrices of the anti-windup controller \( J(s) \) to be computed.
2. Fix \( \bar{p} \) and minimize \( \gamma \) under the LMI constraints (23)–(25) w.r.t. \( Q, S, Z, B_j \) and \( D_j \).
3. Compute \( B_j \) and \( D_j \) by inverting the aforementioned change of variables.

The main difficulty in the above algorithm consists in choosing the matrices \( A_j \) and \( C_j \) correctly. This choice may appear more intuitive and natural by considering the following decomposition:

\[
J(s) = M_0 + \sum_{i=1}^{n_1} \frac{M_{i1}}{s + \lambda_i} + \sum_{i=1}^{n_2} \frac{M_{i2}}{s^2 + 2\eta_i \omega_i + \omega_i^2}
\]  
(33)

where \( D_j = M_0 \) and \( B_j \) contains the collections of matrices \( M_{i1} \) and \( M_{i2} \). For this decomposition, the fixed matrices \( A_j \) and \( C_j \) can be chosen as:

\[
A_j = \text{diag}(\lambda_1, \ldots, -\lambda_n, A_1, \ldots, A_{n_2})
\]

\[
C_j = \begin{bmatrix}
1 & [1 0] \\
1 & [0 1] 
\end{bmatrix}, \quad k = 1, \ldots, n_v
\]  
(34)

where:

\[
A_i = \begin{bmatrix}
0 & 1 \\
-\omega_i^2 & -2\eta_i \omega_i 
\end{bmatrix}, \quad i = 1, \ldots, n_2
\]  
(35)

From this observation, the first step of Algorithm 1 simply boils down to the choice of a list of poles for the anti-windup controller, whose matrices \( A_j \) and \( C_j \) are then immediately deduced from (34) and (35).

**Remark 5.6.** The poles of the reduced-order anti-windup controller can be chosen by selecting some of those obtained in the full-order case. Typically, very slow and fast dynamics are eliminated. Alternatively, an iterative procedure starting from the static case can be implemented: the list of poles is progressively enriched until the gap between the full and reduced-order cases becomes small enough.
5.3. Extension to parameter-varying systems

5.3.1. Description of the problem

The nonlinear interconnection considered in this section and depicted in Fig. 8 is similar to the one described in Section 5.1, except that the saturated plant $G(s)$ now depends on real-time-varying parameters $\delta_1(t), \ldots, \delta_k(t)$. More precisely, for each $t \geq 0$, $\theta(t)$ is a block-diagonal operator specifying how these parameters enter the plant dynamics, i.e., $w_C = \theta(t)z_C$, where:

$$\theta_C(t) = \text{diag}(\delta_1(t)I_1, \ldots, \delta_k(t)I_k) \quad (36)$$

The operator $\theta_C(t)$ is normalized, i.e., $\theta_C(t)^T \theta_C(t) \leq I_l$, where $l = l_1 + \cdots + l_k$. The set of all normalized operators with structure (36) is denoted by $\Theta_C$, and thus $\theta_C(t) \in \Theta_C \forall t \geq 0$.

Similarly, the nominal controller $K(s)$, the nominal closed-loop plant $L(s)$ and the anti-windup controller $J(s)$ all depend on real-time-varying parameters. The associated normalized block-diagonal operators are denoted by $\theta_K(t), \theta_J(t)$ and $\theta_J(t)$ respectively. In this context, the augmented plant $M(s)$ introduced in Section 5.1 can now be described by:

$$\begin{align*}
\dot{\xi} &= A\xi + B_\phi\Phi(z) + B_0w_	heta \\
\eta &= C_\xi \xi + D_{p\theta}w_	heta \quad (37)
\end{align*}$$

where

$$\theta_M(t) = \text{diag}(\theta_1(t), \theta_C(t), \theta_K(t)) \in \Theta_M \subset \mathbb{R}^{P_M \times P_M} \quad (38)$$

The parameter-dependent anti-windup controller $J(s)$ to be computed is then given by:

$$\begin{align*}
\dot{x}_J &= A_Jx_J + B_J\phi\Phi(z) + B_Jw_J \\
v &= C_Jx_J + D_{J\theta}w_\theta \\
z_J &= C_Jz_J + D_{J\theta\phi}\Phi(z) + D_{J\theta\phi}w_\theta \quad (39)
\end{align*}$$

The global nonlinear closed-loop plant $P(s)$ including $J(s)$ is finally obtained as follows:

$$\begin{align*}
\dot{y} &= A\nu + B_\phi\Phi(z) + B_0w_	heta \\
y &= C_\nu \nu + D_{p\theta}w_	heta \\
Ls &= s - 1 \\
f &= \text{diag}(\nu, w_	heta, \phi(z), \theta(z)) \quad (40)
\end{align*}$$

where

$$\theta(t) = \text{diag}(\theta_M(t), \theta_J(t)) \in \Theta_P \subset \mathbb{R}^{P \times P} \quad (41)$$

and

$$\begin{align*}
\begin{bmatrix}
A & B_\phi & B_0 \\
C_\phi & 0 & 0 \\
C_p & D_{p\theta} & D_{p\theta} \\
C_0 & D_{\theta\phi} & D_{\theta\phi}
\end{bmatrix}
&= \\
\begin{bmatrix}
A & B_\phi & B_0 \\
0 & A_J & B_J \\
0 & 0 & 0 \\
C_\phi & 0 & 0 \\
C_p & D_{p\theta}C_J & D_{p\theta} + D_{p\theta}D_{J\theta\phi} \\
C_\theta & D_{\theta\phi} & D_{\theta\phi}D_{J\theta\phi} \\
0 & C_J & D_{J\theta\phi}
\end{bmatrix}
\end{align*}$$

$$\begin{align*}
S_X = \{L = L^T > 0; \ L\theta = \theta L \forall \theta \in \Theta_X\}
\end{align*}$$

5.3.2. Parameter-varying anti-windup design

Let $S_X$ be the convex set of positive definite scaling matrices that commute with every operator $\theta$ of a given set $\Theta_X$.

Proposition 5.2 is adapted to deal with time-varying parameters. Inequality (24) is simply replaced by:

$$\begin{bmatrix}
A_Q + Q A^T & * & * & * \\
S B_\phi^T - Z & -2S & * & * \\
C_\phi Q & D_{p\theta}S - \nu_1^T & * & * \\
L B_\theta^T & 0 & L D_{p\theta}^T & -L
\end{bmatrix} < 0 \quad (42)$$

where $x \in \{P, M\}$ in the sequel. On the basis of the above context.
where \( L \in \mathcal{S}_p \). Let us now focus on the anti-windup design issue. In this case, the analysis variable \( Q \) and the state-space matrices of \( J(s) \) have to be optimized simultaneously. As a result, inequality (42) is no longer convex, unless the following assumptions are satisfied:

- full-order anti-windup controllers are designed, i.e. \( n_J = n_M \),
- the structures of \( \theta_5(t) \) and \( \theta_6(t) \) are the same, i.e. \( \theta_5(t) = \theta_6(t) \forall t \geq 0 \).

Proposition 5.3 can then be adapted to deal with time-varying parameters. Let \( \Gamma = \text{diag}(\mathbb{N}_a, \mathbb{L}_m, \mathbb{N}_b, \mathbb{L}_2\mathbb{p}_d, \mathbb{N}_d) \), where \( \mathbb{N}_a, \mathbb{N}_b \) and \( \mathbb{N}_d \) denote any basis of the null-spaces of \( \mathbb{B}_a^\top, \mathbb{D}_b^\top \) and \( \mathbb{D}_d^\top \) respectively. Inequalities (29) and (30) are replaced by:

\[
\begin{pmatrix}
A^T X + X A & * & * & * & * \\
-\gamma I_p & * & * & * & * \\
B_p^T X & D_p^T & -I_{nM} & * & * \\
T \phi & 0 & T D_{\theta \theta} & -T & * \\
C_\theta & 0 & D_{\theta \theta} & -I_{nM} & -R
\end{pmatrix} < 0 \\
\Gamma^{-T} \begin{pmatrix}
A Y + Y A^T & * & * & * & * \\
S B_{\phi}^T - V & -2S & * & * & * \\
C_p Y & D_{p \phi} S & -\gamma I_p & * & * & * \\
R B_{\theta}^T & 0 & R D_{\phi \theta} & -R & * & * \\
B_p^T T & D_{p \theta} T & -I_{nM} & -T & * \\
C_\theta Y & D_{\theta \phi} S & 0 & D_{\theta \theta} R & D_{\theta \theta} & -R
\end{pmatrix} \Gamma < 0
\]

where \( R, T \in \mathcal{S}_M \). Similarly, the approach of Section 5.2 can be applied in the present context.

6. Application to the on-ground control problem

Let us now focus again on the on-ground aircraft application. Using the method described in Section 5, an anti-windup controller is first designed in Section 6.1 from the simplified LFR of Section 3, so as to satisfy the design specifications detailed in Section 4. Sections 6.2 and 6.3 are then dedicated to the practical implementation of the resulting controller on the full nonlinear model introduced in Section 2. A few simulation results are finally presented in Section 6.4 to demonstrate the efficiency of the design scheme.

6.1. Anti-windup design from the simplified LFR

A two-step design procedure is proposed. A nominal controller depending on the aircraft longitudinal velocity \( V_L \) is first designed, so as to ensure good stability and performance properties when no saturations are active. It is classically composed of both an inner loop for yaw rate control and an outer loop for heading control. The second step then consists in designing an anti-windup compensator, which also depends on \( V_L \) and acts on the nominal controller to reduce the negative effects of the saturations.

6.1.1. Inner loop

Let us first focus on the yaw rate control, also called the inner control loop. The saturations are temporarily ignored and a nominal proportional-integral (PI) controller \( K(s) \) depending on the aircraft longitudinal velocity \( V_L \) is designed by a modal technique using the LFR Toolbox for Matlab [17]. The resulting closed-loop plant is depicted in Fig. 9, where \( H \) is a constant feedforward gain and \( K \) a third-order rational function in \( V_L \). It behaves like a well-damped second-order system with a pulsation \( \omega_p = 2.15 \text{ rad/s} \) for any aircraft longitudinal velocity below 40 kts. Note that this is the minimum order which guarantees that \( \omega_p \) remains constant on the whole speed range.

The commanded yaw rate \( r_c \) is tracked without steady-state error, but an important overshoot occurs when the saturations are active, as shown by the dotted line in Fig. 13. This overshoot cannot be eliminated unless the pulsation of the PI controller is significantly reduced, resulting in an excessively slow response time. The next step thus consists of designing a parameter-varying anti-windup compensator (function of \( V_L \)) to take into account the adverse effects of the saturations. As pointed out in Section 5, this issue reduces to the minimization of a linear objective (the performance index) under LMI constraints. Several controllers are computed for various runway conditions, i.e. for various saturation levels, using the method described in Section 5. It finally appears that an anti-windup controller \( J_f \) optimized for wet runway conditions offers a good compromise.

6.1.2. Outer loop

The commanded yaw rate \( r_c \) can be directly sent to the inner loop by the pilot through the use of a dedicated control device, such as a side-stick tiller. It can also be provided by an autopilot in charge of controlling the aircraft heading: this is the outer loop. The associated controller \( K_\theta(s) \) is a first-order system, whose gain, zero and pole are first, second and second-order rational functions of \( V_L \) respectively. This guarantees that the dominant mode is about 1.2 rad/s when no saturations are active. The closed-loop plant with both inner and outer controllers is shown in Fig. 10.

6.2. On-line estimation of the ground forces

The next step is to implement this anti-windup controller on the full nonlinear model described in Section 3. The main difficulty is that the saturation levels depend on the ground forces, whose characteristics are strongly affected by the runway state and the vertical load. It is thus necessary to identify these forces online. An identification procedure is proposed, which is based on the dynamic inversion of the lateral linear parameter varying (LPV) model (9). More precisely, using the notation below:

\[
\begin{align*}
x_{NL} &= [r_{NL} V_{yNL}]^T; & \text{state vector of the full nonlinear model,} \\
x_{LPV} &= [r_{LPV} V_{yLPV}]^T; & \text{state vector of the LPV model,}
\end{align*}
\]

and following along the same lines as in [22], the lateral ground forces are estimated by:

\[
\begin{pmatrix}
F_{ywNL} \\
F_{ywLPV}
\end{pmatrix} \approx B^{-1}[\alpha I - A(V_L)]
\begin{pmatrix}
x_{NL} \\
x_{LPV}
\end{pmatrix}
\]

where \( \alpha \) is a positive scalar which is chosen sufficiently large compared to the aircraft dynamics. As shown in Fig. 2, the saturations are active as soon as the estimated ground forces are less than
their linear approximation. The saturations levels can thus be estimated using Eqs. (9) and (45) via two signals $\epsilon_{NW}$ and $\epsilon_{MG}$:

$$
\begin{align*}
\epsilon_{NW} &= \text{sign}(\beta_{NW})|\dot{\gamma}_{NW}| \\
\epsilon_{MG} &= \text{sign}(\beta_{MG})|\dot{\gamma}_{MG}|
\end{align*}
$$

Let us now combine this estimator with the nose wheel steering system model described by Fig. 11. Using LFT modeling, a global estimator is finally obtained, whose outputs $\epsilon$, $\epsilon_{NW}$ and $\epsilon_{MG}$ exhibit non-zero values when the corresponding saturations are active and can be directly used by an anti-windup control device.

### 6.3. LFT-based implementation of the controller

The resulting adaptive controller is composed of both the parameter-varying anti-windup controller computed in Section 6.1 and the aforementioned estimator block. It is implemented on the full nonlinear model as shown in Fig. 12.

It is worth pointing out that this controller is given in an LFT format and can thus be easily implemented on-line. Moreover, both its order (6) and the repetition of $V_x$ in the $\Delta$ block (16) remain low.

### 6.4. Simulation results

Fig. 13 shows the response of the on-ground aircraft to a yaw rate step input on a wet runway and for a longitudinal velocity $V_x \approx 8$ m/s. The input signal is drawn as a thin solid line. Without anti-windup compensation (dotted line), the PI controller ensures that there is no steady-state error but a strong overshoot can be observed, and it takes almost 8 seconds to reach the desired value. If only the anti-windup compensator associated with the rate limitation of the nose wheel steering system is implemented (dashed line), the overshoot is significantly reduced. Finally, with full anti-windup compensation (solid line), the reference input is perfectly tracked in little more than 3 s with a negligible overshoot, which conforms to the design specifications expressed in Section 4. It appears that each term brings its own contribution, thus showing the relevance of the proposed multidimensional anti-windup scheme.

Let us now consider the two specific maneuvers detailed in Section 4. The emphasis is placed on the yaw rate control, which is more commonly used in practice by pilots. Each simulation proceeds as follows from a piloting point of view:

- a yaw rate step input with a suitable amplitude is first applied to start the turn,
- the yaw rate input is set back to zero when needed to reach the desired heading.
The basic idea underlying this piloting strategy is to consider only simple commanded inputs, which can be easily applied by a human pilot. Simulations are performed for various runway conditions (dry, wet, icy) and results are shown in Figs. 14 and 15.

The anti-windup signal becomes non-zero as soon as one of the saturations is active. The orders that are sent to the control effectors are thus alleviated when the sideslip angles become too high, which prevents the aircraft from slipping on the ground. Note that in most cases, the closed-loop plant is unstable without anti-windup compensation. Moreover, the shape and the response time are satisfactory whatever the runway conditions, which demonstrates the ability of the on-line estimator to identify the ground forces, i.e., the runway state. It thus appears that the heading is perfectly controlled whatever the runway state and the aircraft longitudinal velocity, which conforms to the design specifications and proves the effectiveness of the proposed parameter-dependent anti-windup controller.

7. Conclusion

This paper deals with the lateral control of an on-ground transport aircraft. A simplified design-oriented representation is first obtained from a high-fidelity nonlinear model developed in an industrial context. The key step of this modeling process consists in reducing the highly nonlinear ground forces to saturation-type nonlinearities. Despite its simplicity, it appears that the resulting model performs very well on a large operating domain. An original parameter-varying anti-windup control design technique is then developed and successfully applied in a non-conventional context. In most anti-windup applications, the saturations typically appear on the actuators dynamics and are well identified. But in this work, they are used to represent the nonlinear ground forces, whose magnitudes strongly depend on the runway state. Consequently, such saturations are a priori unknown and have to be identified online. As shown in this contribution, this operation can be handled by an LFT-based estimator. An adaptive parameter-varying anti-windup controller is thus obtained, and can be easily implemented thanks to its LFT structure. Nonlinear simulations prove the efficiency of the proposed methodology to handle low-speed lateral maneuvers whatever the runway state (from nominal to icy conditions). Thanks to the anti-windup action, the nose wheel control system is fully exploited at all times, without any risk. This results in highly optimized yaw rate and heading responses.

It should be emphasized that the proposed approach could be extended to handle a higher velocity range, and thus to cover any possible on-ground maneuver from touchdown to complete stop. In this case, the aerodynamic forces play an important role and the on-ground aircraft has to be controlled with both the rudder and the nose wheel steering system. The crucial point is thus to find a suitable way to share the control action between these two devices according to the aircraft velocity, either by using an allocation module or by performing a multi-inputs design. Note that the LFR developed in Section 3.4 can be directly exploited, since it already takes into account the aerodynamic effects. As a final point, note that a similar methodology could be applied to control the longitudinal dynamics of the on-ground aircraft, since the longitudinal ground forces can also be modeled by saturation-type nonlinearities.
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Fig. 15. Commanded and achieved yaw rates (upper left) and nose wheel deflections (upper right), aircraft trajectories (lower left) and saturations activity (lower right) for dry (solid lines), wet (dashed lines) and icy (dotted lines) runways (maneuver 1).
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