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Abstract. In this paper, we present a way of improving the Independent
Vector Analysis in the context of blind separation of convolutive mixtures
of speech signals. The periods of activity and inactivity of one or more
speech signals are first detected using a binary visual voice activity de-
tector based on lip movements and then fed into a modified Independent
Vector Analysis algorithm to achieve the separation. Presented results
show that this approach improves separation and identification of sources
in a determined case with a higher convergence rate, and is also able to
enhance a specific source in an underdetermined mixture.
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1 Introduction

The problem of extracting a speech signal of interest from a mixture of sounds
in a natural reverberant environment is still a difficult task. This problem, well
known as the cocktail-party problem [3], has been heavily investigated within
the field of Convolutive Blind Source Separation (CBSS) in the past decades [7].
The Independent Vector Analysis (IVA) framework introduced in [5] and simi-
larly in [4] has been proposed as a possible way of achieving such a separation.
Indeed, the CBSS can be performed in the frequency space. Each frequency bin
of the Discrete Short-Term Fourier Transform (D-STFT) of the observed signal
is a linear instantaneous mixture of the D-STFT of the source signals. There-
fore, the separation can be carried out at each frequency bin using Independent
Component Analysis (ICA). However, because of the permutation ambiguity in-
herent to blind separation of signals, a random permutation between frequency
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bins occurs during the separation process. A post-processing step is thus needed
to reassociate the frequency bins to the proper sources, as in [9]. On the con-
trary, the IVA is able to perform a joint ICA of frequency bins, allowing to keep
a coherence between those. Unfortunately, even if each estimated frequency bin
is associated to the right estimated source, a global permutation indeterminacy
still remains between the sources. This could be a problem in a case where there
are less sources of interest than the total number of sources. Identifying the right
ones might be a real challenge without further information.

In the context of separation or extraction of speech signals, these further
information can be given by a video of the speaker’s face. Indeed, the information
carried by a video of the speaker’s face is strongly related to the speech signal
itself [11], but usually independent from the remaining sounds of the scene. For a
recent overview of the field of audiovisual speech source separation, see [8]. In this
paper, we propose to use a Visual Voice Activity Detector (V-VAD) to get the
periods when the speech signal is actually active. Then, this binary information
is included into an IVA algorithm to perform the separation. Presented results
show that the estimated sources are associated to the right estimated activity
after separation. The extraction is also faster and the quality is higher than when
the estimated activity is not used. Moreover, we show that this method can also
be used to enhance a specific source of interest in an underdetermined mixture.
The method, designated as AV-IVA in the following, is compared to a reference
IVA algorithm in which no other information than the audio is used. The method
is also compared to an IVA where the actual information of speech activity is
given by an oracle (O-IVA). The O-IVA gives us the highest performance bound
that can be expected from this method.

Mathematical notations and mixing and separation models are defined in
Section 2. The IVA algorithm is shortly described in Section 3, before a detailed
presentation of our contribution. Experiments descriptions, numerical results
and a discussion can be found in Section 4.

2 Mathematical Preliminaries

2.1 Notations

For now, only the determined case is considered. The number of sources N is
the same than the number of microphones. Since the separation is processed
in the frequency domain, the audio signals are represented by their D-STFT.
The D-STFTs are processed over T frames of size 2(K-1) time samples. The
signals are real in the time domain, so the first K points of the Discrete Fourier
Transform (DFT) are sufficient to represent a frame in the frequency domain.
Finally, a complete set of audio data is represented by a 3D array of N x T x
K complex numbers. The arrays associated to the sources, the observations,
and the estimated sources are denoted § € CN*XT*K X ¢ CNXTXK and Y ¢
CNXTxK respectively. In the latter, we will work on subsets of these arrays. An
element of one array is denoted z,:;. Vectors taken along the first, second and
third dimensions are denoted @.;p, ®,.,x and x,:., respectively. Unless specified
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otherwise, these vectors are considered as column vectors. The matrices X,,.. €
CT*K and X.., € CN*T are slices of a 3D array respectively orthogonal to the
first and third dimensions. X,.. is the D-STFT of the n-th observation and X..,
is the k-th set of frequency bins where each line is the k-th bin of the D-STFT
of an observation. The determinant of a matrix is denoted det, the Hermitian
transposition operator is denoted ’ and the identity matrix is denoted I. To
select the k-th element in a vector, we use a dot product with the k-th column
vector of the canonical basis, denoted ey. The probability density function (pdf)
of a uni/multivariate random variable is denoted P, (y,,.;0), with 6 a set of
parameters defining the pdf.

2.2 Mixing and Separation Models

The audio mixing model is the classical mixing model of CBSS expressed in the
frequency domain [7]. Each microphone picks a sum of several source contribu-
tions with an eventual additive noise. The relationship between the i-th source
and its contribution to the j-th microphone is modeled as a convolution. This
convolution becomes a product in the frequency domain if the analysis window
is long compared to the impulse response of the filter. Under these assumptions
the mixing model can be written as follows:

X::k = A::kS::k Vk=1...K. (1)

A € CNVXNXK i5 a4 3D array in which the DFTs of the mixing filters are stored
along the third dimension. These impulse responses are 2(K-1) points long but
their DFTs are represented by K points since those are real. The separation
process which estimates the sources is represented by W € CN*N*K and is
defined in a similar fashion to (1): Y., = W.,. X.x,Vk=1... K.

3 Method

Our contribution is based on the IVA algorithm described in [2]. In this section,
we first recall this method. For the sake of simplicity we shall refer to it in the
following as the reference IVA algorithm. The proposed improvement is presented
in the subsection 3.3.

3.1 Cost function and learning algorithm

This algorithm is based on a Maximum Likelihood Estimation. The time sam-
ples are considered independent and identically distributed, and the sources are
considered mutually independent. The cost function to minimize is then:

K

N T
1
CIVA—_TIOgPX ;gloan Ynt: )—;log\det Wkl (2)
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The optimization is carried out with a natural gradient learning rule [1]. The
derivation of the cost function is straightforward and starts with the computation
of the regular gradient:

T /
oC 1 0log Py, (Yp,1::0)" 9z,
V4 =" 7 1( & Tnat: - e;,z(Wle)enl' (3)
8wn1n2k T =1 aynlt: awnlﬂzk h

Denoting @ € CY*T*K by ¢, = (0log Py (Yps.;0)/0Y,.;.) €x, the gradient
can be expressed in a more compact way: V., Crya = —%Q:;ka:k - (Wkl)’
The natural gradient, defined as 6Wk Crva = Vw,, Crva.W.,,., can then be
computed as follows:

& 1
VWk CIVA = _f@::k Yk — I (4)

Please note that now in (4) only @ depends on the choice of the pdf prior on
the sources. The natural gradient update rule is Wi, = (I+uVw., Crva) W.y.
The step size p is fixed to 0.01.

3.2 Choice of the source prior

To end the derivation of this cost function, the joint pdf expressing the relation-
ship between the frequency bins must be defined. We chose to use the zero mean
multivariate Student-t distribution (5) since it has been shown to be well suited
to speech signals [6].

v+ K

1 _ _
Py (Y5 20) o< (1+ ;y;’bt:znlynt:) 2,

(5)
dlog Py (yne; ¥n) v+ K X'y,

ay’n,t: B 2 1 + %ylnt:ZT_Llynt: .

The covariance matrix X,, € CK* X is usually taken as the identity matrix, which
implies that the time samples are assumed identically distributed. In (5), K is
the number of frequency bins and v is the degrees of freedom for the Multivariate
Student-t distribution. In this study, v is taken equal to 7', the number of time
samples in the D-STFTs.

3.3 Integration of activity information

In the AV-IVA algorithm, we make E;‘L‘ft dependent on the activity of the n-
th source, through the use of a visual voice activity detector described in the
next paragraph. Therefore, time samples are no longer considered identically
distributed. X", is defined as X", = %diag(c?,, ...,02,) with:

1, if the V-VAD of the n — th source is active at time ¢

2 _
Ont =
€, else
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The prior on the n-th source now models the non-stationarity of this source:

Jlog Pyn(ynt:§ 223) _ v + K (Zfl‘,/t)_lynt:
8ynt: 2 1 + % nt:(z‘z‘,/t)ilynt:

(6)

The matrix X, is defined in a similar fashion, but the activity detector is ideal
and given by an oracle. The matrix X1 = T is also defined for the reference
IVA algorithm, in which all the sources are considered stationary (active at all
time).

The variable € € ]0, 1] allows to weight the contribution of the activity detec-
tor. Its value can be chosen accordingly to the accuracy of the activity detector.
The more accurate the activity detector is, the closer to zero € should be. Note
that if € = 1, the AV-IVA is behaving exactly like the reference IVA. In the
evaluation, € was set to 0.05.

It must be pointed out that either for the IVA, the AV-IVA or the O-IVA, the
proposed X, ; definition assumes that all of the frequency bins carries the same
power at a given time, since all the diagonal coefficients are equal. This is not
a realistic model for a speech signal. To overcome this problem, each frequency
bins of the observation is normalized before processing the separation. However,
the total power carried by all observations in a frequency band is saved, and after
separation, the total power carried by a frequency band across by all estimated
source is restored to its original value. This is done because the mean power of
a specific frequency band across all observations should not be modified by the
separation step.

Visual voice activity detector: The audiovisual data that we used for this
study are those that were used in [10]. These are composed of three time vectors.
One is the speech signal itself, and width and height of the lips of the speakers
during the locution. These visual features have been extracted from a video
sampled at 50Hz. The V-VAD itself is based only on the evolution of the height
of the lips. The data are first smoothed using a 80ms long mean filter and its
derivative was computed. In a first step, the source activity is set to true when
the absolute value of the derivative of the lips height is above a threshold. In a
second step, all the detected silences shorter than 300ms are suppressed of the
estimated activity to reduce the number of miss-detection.

The performances of this V-VAD can be evaluated by comparison with an
oracle activity detector (O-VAD). In this case, this oracle activity detector is
simply based on audio of the signal before mixing and is a thresholded version
of the power profile of the audio signal. By taking the oracle as reference, we
can define a false positive error rate (the V-VAD gives true and the O-VAD
gives false) and a false negative error rate (the V-VAD gives false but the O-
VAD gives true). In the results presented in section 4, the false negative rate is
3% and the false positive rate is 24%. Also, since the V-VAD inherently cannot
detect silences shorter than 300ms, it may be more meaningful to not take into
account these short silences. In this case, the false positive rate is 16%.
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Fig. 1: Example of typical data used in this study. Top plot, Gray line : absolute
value of speech signal. Black line : Oracle activity detector. Bottom plot : Gray
line, height of lips. Black dashed line : Visual Voice Activity Detector

4 Experimental Results

The proposed method was evaluated over 39 trials. All of the figures presented
below are averaged over these trials. At each trial, three different sources were
randomly selected over a database of 77 fifteen seconds length speech samples.
The mixing filters where generated at each trial from measured impulse responses
found in the MARDY database [13]. These impulse responses where measured
between 3 speakers and 24 different microphone positions and were truncated to
150ms in our study. Also, only the 8 microphones the farthest of the speakers
were used. The mixtures were then generated by convolution in the time domain.
The audio sampling rate was 8kHz and the STFTs were processed using 150ms
frames with an overlap of 90%. The unmixing filters were initialized to identity
(iie. Vk € [1, K], W, = I).

The behaviour of the proposed method where evaluated over three different
scenarios: a separation in a determined case where the activity of each source is
estimated, an extraction in a determined case where only one source activity is
estimated, and a extraction case where only one activity is estimated but in an
underdetermined case where only two observation are available for three sources.

4.1 Performance Measure

The separation performance where evaluated with two criteria. The first one is
the Signal to Interference Ratio (SIR) [12]. It measures the quality of extraction
of a source. It is a signal to noise ratio where the signal is an estimated source,
and the noise is the remaining signals of the other sources in the estimation of the
first one. The higher the SIR is, the better the extraction is. In a simulation, the
computation of the SIR is straight forward because we have access the separate
contribution of each source to each estimated source after the separation stage.
We denote §,,,,(t) the contribution of the n-th source to the m-th estimated
source. The definition of SIR is then:

>t S ()

(7)
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The second criterion is the Identification Failure Rate (IFR). It measures how
often each estimated source has been associated to the rightful activity after the
separation stage. In the separation case it means that the output permutation
should be the same than the input permutation of the sources. The permutation
computed at the performance evaluation stage is the one maximizing the mean
SIR of the estimated sources. In the extraction case, only the target source has
to be rightfully aligned. The IFR is the failure rate on these criteria, so the lesser
it is, the better is the identification performance.

4.2 Experiments

In this experiment, the proposed method, designated AV-IVA| is compared to a
standard IVA algorithm, where no visual information is used. It is also compared
to an oracle IVA designated O-IVA where the ideal VAD presented in section
3.3 is used. This allows to compute an upper limit on the performance of the
proposed method. In the three methods, the same implementation of the IVA
algorithm was used. Only the activity data carried by X, ; was changed.

Determined separation case: In this experiment the goal is to recover all of
the sources. So, the displayed SIR are the SIR averaged over the three estimated
sources. To compute the IFR, we consider that the output order of sources is
valid only if it is the same than the order of the source before the mixing step.
Results in Fig.1.a and Table.1.a show that the proposed method improves both

Table 1: SIR and IFR after convergence in the determined case

Prior  SIR start (dB) SIR end (dB) IFR Prior SIR start (dB) SIR end (dB) IFR
AV-IVA -7.0 14 0% AV-IVA -8.2 11 3%
O-IVA -7.0 15 0% O-IVA -8.2 12 3%
IVA -7.0 9.5  92% AV-IVA_n -6.4 8.2 43%
O-IVA_n -6.4 7.8 48%

(a) Separation case (b) Extraction case

T
i 0l
) )
. .
& ~ ——— AV-IVA
a ol L
N AV-IVA n - == O-IVA
--- O-IVA AV-IVA_n
IVA ’ O-IVA_n
“10 | | _10 ! ! I
) 10 20 30 40 ) 10 20 30 40
Iterations [/100] Iterations [/100]
(c) Separation case. (d) Extraction case.

Fig.2: Determined case : Evolution of performance index during optimisation
(SIR vs number of iterations)
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the separation quality and the convergence speed. The permutation error is also
dramatically reduced, but such a comparison might be unfair to the IVA. The
output permutation of the IVA depends only on the mixing process because
no other information is given before the separation step. Also as expected, the
AV-IVA performances are below the O-IVA case.

Determined extraction case: In this experiment, the goal is to extract a
specific speech from the determined mixture. Only the activity about this source
is used. The other ones are considered active at all time (i.e. X, , =1 Vn #1).
To compute the IFR, we consider that only the target source should be aligned
with its associated activity. Results in Fig.2.a and Table.2.a show that for the
target source, SIR and IFR improvements are a bit inferior to the one in the
separation case, and the extraction converges slower, but the results are still
better than those of the reference IVA. The SIR and IFR of the non-target
sources are behaving like the ones of the reference IVA in the separation case
(The IFR are inferior to the ones in the separation case, but still correspond to
the one given by a random permutation between sources).

Underdetermined Extraction case: In this section, the goal is to extract a
specific speech from the mixture and only the activity information about this
source is known. However, only two observations are used to perform this ex-
traction while the mixture is composed of three sources. As shown in Fig.3 and
Table.3, the target source is better enhanced than the other sources but the
overall performances are much below the ones in the determined case. This is
due to the fact that the mixing matrix are not invertible in an underdetermined
mixture. While the target source can be enhanced, a complete extraction cannot
be reached.

Table 2: Separation results in the under-determined case.
Prior _ SIR start (dB) SIR end (dB) IFR

AV-IVA -8.7 3.5 8%
O-IVA -8.7 5.7 8%
IVA -8.7 0.6 60%

AV-1VA | |
- == O-IVA
IVA

| I
0 10 20 30 40

Iterations [/100]

Fig. 3: Underdetermined case : Evolution of performance index during optimisa-
tion : (SIR vs number of iterations)
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Fig.4: Example of a speech signal enhancement using AV-IVA in an underde-
termined mixture. From top to bottom : Original speech, Recording of speech
alone in the reverberant environment, Mixture, Enhanced Speech.

An example of enhancement of a speech signal in an underdetermined mix-
ture with real reverberation in presented in Fig.4. The mixture was composed
of three sources recorded one after another by two microphones. The speaker
were relocated in the room for each recording and the recordings were added
afterwards to compose the mixture. For the target source, the SIR was -1dB at
initialisation, and 2.5dB after enhancement.

4.3 Discussion

Several points need to be discussed about the proposed method. The first point is
about the underdetermined case. While this technique cannot be used to achieve
an exact extraction of the target speech in an underdetermined mixture, it still
can be used as a preprocessing step to enhance the desired signal before using
another extraction technique, like frequency masking (see [7]), or before a voice
recognition software.

The second point is that the V-VAD proposed in this paper is based on
segmented data of the face : the lips. These might be challenging to detect in a
non-controlled environment. However, only the absolute value of the derivative
of the mouth height is used. Using the norm of the optical low computed below
the eyes of the speaker should gives the same results, as long as the face of the
speaker is detected. An accurate segmentation of the lips is therefore not needed.

A third point is that in this study, the activity information is used in the
same way across all frequency bands because the activity detector gives only a
binary information about the presence of the source at a certain time. However,
this methods is based on making the covariance matrix of the frequency bins
of a source dependent on time. This matrix can carry much more information
about the frequency structure of the signal. If the available activity detector can
give more information about the frequency structure of the desired source, it
can also be used by the proposed method. An example would be the musical
score of an instrument we want to enhance in a stereo recording containing
several instruments. However, more studies shall be necessary to confirm that
last point.

5 Conclusion

In this paper, we presented a way of using a visual voice activity detector to im-
prove the separation or extraction of speech signals from a convolutive mixture
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using the IVA framework. A simple activity detector based on lip movements
was presented and its output was included into a natural-gradient based TVA
algorithm. Presented results show that the proposed method improves the sep-
aration of speech signals in a determined mixture, accelerate the convergence of
the algorithm and allows to identify the target sources. The proposed method is
also able to enhance a specific source in an underdetermined mixture.
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